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Abstract. A rooted arborescence of a directed graph is a spanning tree directed
towards a particular vertex. A recent work of Chepuri et al. showed that the arbores-
cences of a covering graph of a directed graph G are closely related to the arborescences
of G. In this paper, we study the weighted sum of arborescences of a random covering
graph and give a formula for the expected value, resolving a conjecture of Chepuri et
al.

1 Introduction

For a weighted directed graph Γ, an arborescence rooted at a vertex v is a spanning tree
whose edges are directed towards v. The weight of an arborescence is the product of the
edge weights. We define Av(Γ) to be the weighted sum of all arborescences rooted at v.

Covering graphs are central objects in topological graph theory motivated by the
notion of covering spaces in topology. A weighted digraph Γ̃ is a covering graph of
Γ defined in the topological sense (see section 3 for details). The fundamental work
of Gross–Tucker [3] gave a characterization of covering graphs by permutation voltage
assignments.

In their study of R-systems, Galashin and Pylyavskyy [2] observed that the ratio of
arborescences of a covering graph and its base graph Aṽ(Γ̃)

Av(Γ)
is invariant of the choice of

the root v. More recently, Chepuri et al. [1] further investigated the ratio and proved
that it is always an integer-coefficient polynomial in the edge weights of the base graph Γ
conjecturally with positive coefficients. Following up these works, we study the expected
value of the ratio Aṽ(Γ̃)

Av(Γ)
when Γ̃ is taken to be a random covering graph. Our main

theorem is a formula for its expected value, affirming Conjecture 5.6 of [1].

Theorem 1.1. Let Γ = (V, E, wt) be a weighted digraph, and k be a positive integer. We choose
a permutation voltage σe in the symmetric group Sk for each edge e ∈ E independently and
uniformly at random. The random voltages allow us to construct our random k-fold covering
graph Γ̃. Then
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E

[
Aṽ(Γ̃)
Av(Γ)

]
=

1
k ∏

w∈V

 ∑
α∈Es(w)

wt(α)

k−1

where Es(w) is the set of edges in Γ with source w.

The paper is organized as follows. In section 2 we introduce the relevant background
in graph theory, including the Matrix-Tree Theorem. In section 3, we state the definition
of covering graphs and review the theory of arborescence ratio in [1]. In section 4 we
prove our main result, Theorem 1.1.

2 Background On Graph Theory

In this paper, we consider directed multigraphs, or digraphs for short. Unless otherwise
stated, we consider digraphs with weighted edges.

Definition 2.1. Let G = (V, E, wt) be a weighted digraph with V = {v1, · · · , v|V|}. For a
vertex v ∈ V, define Es(v) to be the set of edges with source v and Et(v) to be the set of edges
with terminal v. The degree matrix D of G is the |V| × |V| diagonal matrix with

D[vi, vi] = ∑
e∈Es(vi)

wt(e)

for all vi ∈ V. The adjacency matrix A of G is defined as

A[vi, vj] = ∑
e=(vi→vj)

wt(e)

for all vi, vj ∈ V. The Laplacian matrix L of G is defined as D − A.

Example 2.2. Let G be a weighted digraph with vertex set {1, 2, 3}, with only one edge from i
to j (not necessarily distinct) in V(G) with weight xij for all i, j ∈ {1, 2, 3}. Then

D =

x11 + x12 + x13 0 0
0 x21 + x22 + x23 0
0 0 x31 + x32 + x33



A =

x11 x12 x13
x21 x22 x23
x31 x32 x33

 .

Hence

L = D − A =

x12 + x13 −x12 −x13
−x21 x21 + x23 −x23
−x31 −x32 x31 + x32

 .
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Note that the Laplacian is always a singular matrix, since the sum of entries in each
row is 0.

Definition 2.3. An arborescence T of a weighted digraph Γ rooted at v ∈ V is a spanning tree
directed towards v. The weight of an arborescence is the product of the weights of its edges:

wt(T) = ∏
e∈T

wt(e).

We define Av(Γ) to be the sum of weights of all arborescences.

The Matrix-Tree Theorem [4] relates the minors of the Laplacian and the arbores-
cences.

Theorem 2.4 (Matrix-Tree Theorem [4]). Let G be a weighted digraph on {1, · · · , n}. Then

Ai(G) = det(L(G)i
i)

for all i ∈ {1, · · · , n}. Here L(G)i
i is the Laplacian matrix L(G) with row i and column i

removed.

Example 2.5. In example 2.2 with n = 3,

L1
1 =

[
x21 + x23 −x23
−x32 x31 + x32

]
.

Then

det(L1
1) = (x21 + x23)(x31 + x32)− (−x23)(−x32) = x21x31 + x23x31 + x21x32 = A1(G).

The last equality holds since there are 3 arborescences rooted at 1: namely 2, 3 → 1, 2 → 3 →
1 and 3 → 2 → 1.

3 Covering Graphs

A k-fold cover of a weighted digraph Γ = (V, E, wt) is a weighted digraph Γ̃ = (Ṽ, Ẽ, wt)
that is a k-fold covering space of G in the topological sense that preserves edge weight.
That is, we require that a lifted edge in the covering graph to have the same weight
as its corresponding base edge in the base graph. In order to use this definition, we
need to find a way to formally topologize directed graphs in a way that encodes edge
orientation. To avoid this, we instead give a more concrete alternative definition of a
covering graph.

Definition 3.1. Let k be a positive integer and Γ = (V, E, wt) be a weighted digraph. A
weighted digraph Γ̃ = (Ṽ, Ẽ, wt) is a k-fold covering graph of Γ if there exists a projection map
π : Γ̃ → Γ such that
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1. π maps vertices to vertices and edges to edges;
2. |π−1(v)| = |π−1(e)| = k for all v ∈ V, e ∈ E;
3. If ẽ ∈ Ẽ is an edge from ṽ to w̃, then π(ẽ) is an edge from π(ṽ) to π(w̃);
4. For all ẽ ∈ Ẽ, we have wt(ẽ) = wt(π(ẽ));
5. π is a local homeomorphism. Equivalently,

|Es(ṽ)| = |Es(π(ṽ))| and |Et(ṽ)| = |Et(π(ṽ))|

for all ṽ ∈ Ṽ.
When we refer to Γ̃ as a covering graph of Γ, we fix a distinguished projection π : Γ̃ → Γ.

We do not require a covering graph to be connected. However, disconnected graphs
contain no arborescences, so our main quantity of interest Aṽ(Γ̃) is always 0 in the
disconnected case.

Definition 3.2. Fix an integer k. A weighted permutation-voltage graph Γ = (V, E, wt, ν)
is a weighted directed multigraph with each edge e also labeled by a permutation ν(e) = σe ∈ Sk,
the symmetric group on k letters. This labeling is called the voltage of the edge e. Note that the
voltage of an edge e is independent of the weight of e.

Definition 3.3. Let Γ = (V, E, wt) be a weighted digraph with a permutation in σe ∈ Sk for
every e ∈ E, the k-fold covering graph Γ̃ = (Ṽ, Ẽ, wt) associated to (σe)e∈E is a digraph with
vertex set Ṽ = V × {1, 2, . . . , k} and edge set

Ẽ := {(v × x, w × σe(x)) : x ∈ {1, . . . , k}, e = (v, w) ∈ E} .

For an edge e = (v, w) of weight wt(e), all corresponding (v × x, w × σe(x)) also have weight
wt(e).

Theorem 3.4 ([3], Gross–Tucker’s characterization). Every covering graph of Γ can be con-
structed from a permutation voltage graph Γ.

By this characterization result, we can use only definition 3.3 to analyze k-fold cover-
ing graphs from now on.

Example 3.5. Let Γ be the permutation-voltage graph shown in Figure 1, where edges labeled
(w, σ) have edge weight w and voltage σ ∈ S3. Then we can construct a 3-fold cover Γ̃, with
vertices (v, y) = vy and with edges labeled by weight, is shown in Figure 2.
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Figure 1: A permutation-voltage graph Γ.
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Figure 2: The derived covering graph Γ̃ of Γ in Figure 1. Edge colors denote corre-
spondence to the edges of Γ via the projection map.
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Given v ∈ V(Γ), for any ṽ ∈ V(Γ̃) that projects to v, Aṽ(Γ̃)
Av(Γ)

is independent of ṽ. We

call this ratio R(Γ̃). This ratio has an explicit formula in [1] as follows.

Definition 3.6. Let {v1, · · · , vn} be the set of vertices of our digraph Γ, let Γ̃ be a k-fold cover
of Γ, where vertex vi is lifted to v1

i , · · · , vk
i . Define n(k − 1)× n(k − 1) matrices D and A with

basis vectors v2
1, · · · , vk

1, v2
2, · · · , vk

2, · · · , v2
n, · · · , vk

n, as follows.

A[vt
i , vr

j ] = ∑
e=(vt

i→vr
j )

wt(e)− ∑
e=(vt

i→v1
j )

wt(e)

D[vt
i , vt

i ] = ∑
e∈Es(vt

i )

wt(e)

for 1 < t, r ≤ k and 1 ≤ i, j ≤ n. Finally, we define

L(Γ̃) := D −A

to be the voltage Laplacian of Γ̃.

Theorem 3.7 ([1]). Let Γ = (V, E, wt) be an weighted digraph, and let Γ̃ be a k-fold cover of
Γ such that each lifted edge is assigned the same weight as its base edge. Denote by L(Γ) the
voltage Laplacian of Γ. Then for any vertex v of Γ and any lift ṽ of v in Γ̃ , we have

Aṽ(Γ̃)
Av(Γ)

=
1
k

det[L(Γ̃)].

Example 3.8. Returning to figures 1 and 2 as an example. The voltage Laplacian can be written
as a linear transformation on the basis vectors v2

1, v3
1, v2

2, v3
2, v2

3, v3
3, in this order, with matrix

L =



b 0 0 −b 0 0
a 2a + b b b 0 0
0 0 c 0 −c 0
0 0 0 c 0 −c
−d 0 0 −e d + e 0
0 −d −e 0 0 d + e

 .

4 Proof of Theorem 1.1

Recall that Theorem 1.1 gives a formula for the expected value of the arborescences ratio
Aṽ(Γ̃)
Av(Γ)

as follows

E[R(Γ̃)] = E

[
Aṽ(Γ̃)
Av(Γ)

]
=

1
k ∏

w∈V

 ∑
α∈Es(w)

wt(α)

k−1
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where Es(w) is the set of edges in Γ with source w.
Call the vertices of the base digraph v1, · · · , vn and edges {e = (vi → vj, σe)}.
Recall

R(Γ̃) :=
Aṽ(Γ̃)
Av(Γ)

=
1
k

detL =
1
k

det(D −A)

where D,A are square matrices with rows/columns labeled v2
1, · · · , vk

1, v2
2, · · · , vk

2,
· · · , v2

n, · · · , vk
n, in this order.

Here D is a deterministic diagonal matrix satisfying

D[vt
i , vt

i ] = ∑
e=(vi→vj)

wt(e)

and A is a random matrix with

A[vt
i , vr

j ] = ∑
e=(vi→vj),σe(t)=r

wt(e)− ∑
e=(vi→vj),σe(t)=1

wt(e)

where the σe ∈ Sk are chosen independently and uniformly at random.
Thus, Theorem 1.1 is equivalent to showing that our random matrix A satisfies

E[det(D −A)] = det(D).

Define S := {v2
1, · · · , vk

1, v2
2, · · · , vk

2, · · · , v2
n, · · · , vk

n}.
For each edge e of Γ, let Xe,a,b = 1{σe(a)=b}, then we can write

A[vt
i , vr

j ] = ∑
e=(vi→vj)

wt(e)(Xe,t,r − Xe,t,1)

where we group together Xe,t,r, Xe,t,1; we naturally define Ye,t,r := Xe,t,r − Xe,t,1.

Example 4.1. Let Γ be a digraph on one vertex, with two loops weighted a, b. For k = 3, the
matrix L = D −A is[

a + b − aYa,2,2 − bYb,2,2 −aYa,2,3 − bYb,2,3
−aYa,3,2 − bYb,3,2 a + b − aYa,3,3 − bYb,3,3

]
.

Similarly, the matrix L(Γ̃) of the digraph in example 3.5 is of the form:

L(Γ̃) =



a + b − aYa,2,2 −aYa,2,3 −bYb,2,2 −bYb,2,3 0 0
−aYa,3,2 a + b − aYa,3,3 −bYb,3,2 −bYb,3,3 0 0

0 0 c 0 −cYc,2,2 −cYc,2,3
0 0 0 c −cYc,3,2 −cYc,3,3

−dYd,2,2 −dYd,2,3 −eYe,2,2 −eYe,2,3 d + e 0
−dYd,3,2 −dYd,3,3 −eYe,3,2 −eYe,3,3 0 d + e

 .
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To compute det(L), we first choose a permutation ρ on S = {vt
i | 1 ≤ i ≤ n, 2 ≤ t ≤ k}

to expand; the product corresponding to ρ is

sgn(ρ) ∏
1≤i≤n
2≤t≤k

L(Γ̃)vt
i ,ρ(v

t
i )

.

We define a term to be either wt(e) that can be found on the diagonal of L(Γ̃) or a
−wt(e)Ye,∗,∗. We expand each L(Γ̃)vt

i ,ρ(v
t
i )

into terms; for example, in example 3.5, L(Γ̃)1,1

has three terms: a, b, and −aYa,2,2.
We define a monomial to be a product of terms that arise when we expand the product

∏
1≤i≤n
2≤t≤k

L(Γ̃)vt
i ,ρ(v

t
i )

.

For example, in example 3.5, we can have ρ = (1, 3, 5, 6, 2, 4), and we choose, respectively,
terms a,−bYb,3,2, −cYc,2,2, −cYc,3,3, −dYd,2,3, −eYe,3,3 from L1,1, L2,3, L3,5, L4,6, L5,2, L6,4.
The corresponding monomial is, then, −abc2deYb,3,2Yc,2,2Yc,3,3Yd,2,3Ye,3,3.

For a monomial, we define F to be the set of wt(e)’s from the diagonal in the mono-
mial. For each edge e, let ne be the number of terms of the form −wt(e)Ye,∗,∗ in the
monomial, namely −wt(e)Ye,i1,j1 ,−wt(e)Ye,i2,j2 , · · · ,−wt(e)Ye,ine ,jne

. Thus, the monomial
can be written as (

∏
e′∈F

wt(e′)

)
· ∏

e∈E

(
ne

∏
l=1

(−wt(e))Ye,il ,jl

)
.

Note that in the formula, both i1, · · · , it and j1, · · · , jt are pairwise distinct, and take
values in {2, · · · , n}.

Observe det(L) is just a signed sum all of these monomials, where the sign comes
from the sign of the permutation ρ.

Fix a sequence of nonnegative integers (ne)e∈E. We consider monomials where we
choose exactly ne terms of the form −wt(e)Ye,∗,∗ for every e ∈ E. Every such monomial
can be written as (

∏
e′∈F

wt(e′)

)
· ∏

e∈E
(−wt(e))ne ·

(
ne

∏
l=1

Ye,il ,jl

)
.

This means when we sum all these monomials, every term shares the same factor(
∏
e′∈F

wt(e′)

)
· ∏

e∈E
(−wt(e))ne ,

so we only need to look at the expected value of the (signed) sum of the ∏e∈E ∏ne
l=1 Ye,il ,jl .

If ne = 0 for all e ∈ E, then we only choose terms of the form wt(e) in the monomial;
we did not choose any term of the form −wt(e)Ye,∗,∗. In this case, we have chosen terms
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arising only from D, and we must have ρ = id ∈ Sk. Thus the sum of all these terms is
det(D). We did not need to take an expectation, since these terms are deterministic.

It remains to show if there exists e ∈ E such that ne > 0, then the corresponding sum
is 0.

Proposition 4.2. Let e ∈ E be a fixed edge, t ∈ {1, · · · , n − 1} be a fixed integer. Fix distinct
i1, · · · , it ∈ {2, · · · , n}, distinct j1, · · · , jt ∈ {2, · · · , n} and a bijection π : {i1, · · · , it} →
{j1, · · · , jt}. Then

E

[
t

∏
l=1

Ye,il ,π(il)

]
depends only on t; furthermore when t = 1 the this is equal to 0.

Proof. Observe if τ : {i1, · · · , it} → [k] is a map, then

E

[
t

∏
l=1

Xe,il ,τ(il)

]
=

{
0 if τ is not injective;
(k−t)!

k! if τ is injective

Hence

E

[
t

∏
l=1

Ye,il ,π(il)

]

= E

[
t

∏
l=1

(Xe,il ,π(il) − Xe,il ,1)

]

= E

[
t

∏
l=1

Xe,il ,π(il)

]
−

t

∑
z=1

E

 ∏
1≤l≤t

l ̸=z

Xe,il ,π(il) · Xe,iz,1


= (1 − t)

(k − t)!
k!

For this choice of (ne)e∈E, choose an edge e0 such that ne0 > 0.
Case 1: The monomials have exactly one term of the form Ye0,∗,∗ , i.e. ne0 = 1. In

this case, since the σe’s are independent random permutations, the expected value of
every monomial factor through a term E[Ye0,∗,∗], which is zero, so the contribution of
this monomial to the expected value is 0.

Case 2: The monomials have ≥ 2 terms of the form Ye0,∗,∗, i.e. ne0 ≥ 2.
Fix i1 < · · · < ine0

∈ {2, · · · , n}. Among the monomials associated to our fixed

(ne)e∈E, we focus on the monomials that contain a product ∏
ne0
l=1 Ye0,il ,jl for some distinct
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integers j1, · · · , jne0
∈ {2, · · · , n}. We will show the expected value of the signed sum of

these monomials is zero.
Again, by the independence of σe’s, we have

E

[
∏
e∈E

ne

∏
l=1

Ye,il ,jl

]
= ∏

e∈E
E

[
ne

∏
l=1

Ye,il ,jl

]
= E

[ ne0

∏
l=1

Ye0,il ,jl

]
· ∏

e∈E\{e0}
E

[
ne

∏
l=1

Ye,il ,jl

]

By Proposition 4.2,

E

[
Ye0,i1,j1Ye0,i2,j2

ne0

∏
l=3

Ye0,il ,jl

]
= E

[
Ye0,i1,j2Ye0,i2,j1

ne0

∏
l=3

Ye0,il ,jl

]
Thus,

E

[
Ye0,i1,j1Ye0,i2,j2

ne0

∏
l=3

Ye0,il ,jl

]
· ∏

e∈E\{e0}
E

[
ne

∏
l=1

Ye,il ,jl

]

=E

[
Ye0,i1,j2Ye0,i2,j1

ne0

∏
l=3

Ye0,il ,jl

]
· ∏

e∈E\{e0}
E

[
ne

∏
l=1

Ye,il ,jl

]

The term ∏e∈E ∏ne
l=1 Ye,il ,jl appears in the signed sum from some permutation ρ ∈ Sn(k−1).

This necessarily means that ρ(il) = jl for all e ∈ E, l = 1, · · · , ne, but ρ is not necessarily
unique. In the computation of the signed sum, We need to account this term for every
such ρ. Now consider any particular choice of ρ. Observe that the term

Ye0,i1,j2Ye0,i2,j1

ne0

∏
l=3

Ye0,il ,jl ∏
e∈E\{e0}

ne

∏
l=1

Ye,il ,jl

comes from the permutation (i1, i2) ◦ ρ. Since the terms

Ye0,i1,j1Ye0,i2,j2

ne0

∏
l=3

Ye0,il ,jl ∏
e∈E\{e0}

ne

∏
l=1

Ye,il ,jl and Ye0,i2,j1Ye0,i1,j2

ne0

∏
l=3

Ye0,il ,jl ∏
e∈E\{e0}

ne

∏
l=1

Ye,il ,jl

are in our sum, we define a map f that sendsρ, Ye0,i1,j1Ye0,i2,j2

ne0

∏
l=3

Ye0,il ,jl ∏
e∈E\{e0}

ne

∏
l=1

Ye,il ,jl


to (i1, i2) ◦ ρ, Ye0,i1,j1Ye0,i2,j2

ne0

∏
l=3

Ye0,il ,jl ∏
e∈E\{e0}

ne

∏
l=1

Ye,il ,jl

 .
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Since f is an involution, it defines a pairing. And since the permutations in each pair
have opposite signs, the signed sum of expected value of each pair is 0. The conclusion
follows.

Example 4.3. In example 4.1, we arrived at

L =

[
a + b − aYa,2,2 − bYb,2,2 −aYa,2,3 − bYb,2,3

−aYa,3,2 − bYb,3,2 a + b − aYa,3,3 − bYb,3,3

]
The monomial (−aYa,∗,∗)(−bYb,∗,∗) is associated to the sequence na = nb = 1. The monomial

(−aYa,∗,∗)(−aYa,∗,∗) is associated to the sequence na = 2, nb = 0. The monomial (−aYa,∗,∗)b is
associated to the sequence na = 1, nb = 0.

The sequence na = nb = 1 is associated with four monomials:

(−aYa,2,2)(−bYb,3,3), (−aYa,2,3)(−bYb,3,2), (−aYa,3,2)(−bYb,2,3), (−aYa,3,3)(−bYb,2,2)

The contribution of each monomial to the expected value is 0 since E[Ya,i,j] = 0.
The sequence na = 2, nb = 0 is associated with monomials

(−aYa,2,2)(−aYa,3,3), (−aYa,2,3)(−aYa,3,2).

We pair the permutation (id, Ya,2,2Ya,3,3) with ((12), Ya,3,2Ya,2,3). The signed sum of these is 0.
This corresponds to expanding

E[(−aYa,2,2)(−aYa,3,3)− (−aYa,2,3)(−aYa,3,2)] = 0

as part of the computation of the expected value of the determinant of the matrix.
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