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Abstract. Introduced by Solomon, the descent algebra is a significant subalgebra of
the group algebra of the symmetric group kS, related to many important algebraic
and combinatorial topics. It contains all the classical Lie idempotents of kS,;, in par-
ticular the Dynkin operator, a fundamental tool for studying the free Lie algebra. We
look at a g-deformation of the Dynkin operator and study its action over the descent
algebra with classical combinatorial tools like Solomon’s Mackey formula. This leads
to elementary proofs that the operator is indeed an idempotent for g = 1 as well as to
interesting formulas and algebraic structures especially when g is a root of unity.

Résumé. Introduite par Solomon, l'algebre de descentes est une sous-algebre saillante
de l'algebre de groupe du groupe symétrique kS, liée a de nombreux sujets importants
en algebre et en combinatoire. Elle contient tous les idempotents de Lie classiques de
kS, en particulier I'opérateur de Dynkin, un outil fondamental pour étudier 1’algebre
de Lie libre. Nous étudions 1’action d'une g-déformation de 1’opérateur de Dynkin
sur l'algebre de descente avec des outils combinatoires classiques tels que la formule
Mackey de Solomon. Nous obtenons des preuves élémentaires que I'opérateur est bien
un idempotent pour g = 1 ainsi que de formules et structures algébriques intéressantes
en particulier lorsque g est une racine de l'unité.
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1 Introduction

Given a base ring k and a non-negative integer n € N, denote [n] = {1,2,...,n}, S,
the symmetric group on [n] and let kS, be the group algebra of the symmetric group.
The descent algebra %, introduced by Solomon in [11], is the subalgebra spanned by
the elements of kS, such that permutations with the same descent set have the same
coefficients. This algebra ¥, has two elementary bases indexed by subsets of [n — 1]
or, equivalently, by integer compositions of n: the descent class D-basis and the subset
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B-basis. The structure constants of the B-basis admit an elegant combinatorial interpre-
tation known as Solomon’s Mackey formula. The Dynkin operator V;, is a remarkable
element of X;, defined as an alternating sum of some descent classes (i.e. elements of the
D-basis) playing a fundamental role in the study of the free Lie algebra [5, (8.4.2)]. The
result that V,, is indeed (quasi)idempotent follows easily from the fact that V,B; = 0
for all non-empty subsets I C [n — 1]. The latter fact appears in the literature with sev-
eral proofs, but we provide the first combinatorial proof that derives it from Solomon’s
Mackey formula. We also study the g-deformation of V, introduced in [?] and com-
pute its left action on the B-basis as well as the dimension of the left ideal it generates
depending on g.

1.1 Permutations, integer compositions and subsets

A composition & = («q,2,...,a,) of a non-negative integer n, denoted a = 7, is a finite
sequence of /(«) := p positive integers such that |a| := }_; a; = n. Denote Comp,, the set
of compositions of n. There is a natural bijection between compositions of n and subsets
of [n —1]. Namely, for a composition & = (a1,ay,...,4,) € Comp,, let Set(a) be the
subset of [n — 1] defined as Set(«) = {a1, &1 +a2,..., a1 + a2+ - +a,_1}. Conversely,
given a subset I = {i; < i < --- < ip} C [n—1] let comp(I) be the composition
(i1,ip —i1,i3 —ip,...,n —ip) of n. Thus, | Comp,, | = 2"l when n > 1.

Definition 1.1 (composition refinement). Let & = (a1, &2, ..., &) and B = (B1,B2,---,Bp)
be two compositions of the same integer n. We say that « refines B, and write « < B, if and only
if a can be split into p subsequences o' = (&}, &5, ..., &y, ) for 1 <i < p such that «' & B;. Note
that the sequence of compositions (oc")izlmp is uniquely determined by « and B. Denote by «|f
this sequence, and by «|B the list of the last (rightmost) elements of each a, that is,

a|p = (oc,lnl,oc%h,...,oc,ip).

If I and ] are two subsets of [n — 1], then | C I if and only if comp(I) < comp(]). We
write I|] (resp. I|]) instead of comp(I)|comp(]) (resp. comp(I)|comp(])) for brevity’s
sake. If | ¢ I, we set I|] = @. Finally, if U is a sequence of numbers, we let |U| (resp.

2U) denote the number (resp. the sum) of its elements, i.e., we set U := ) u.
uel

1.2 The descent algebra of the symmetric group

Given a permutation 7w € S,, we consider its descent set Des(7r) defined as Des(7r) =
{1<i<n—-1|n(i) > n(i+1)}. For I C [n— 1], let D; and B; be the elements of the
group algebra kS, defined as

D[ = 2 7T, B[ = 2 7T.

€Sy; Des(m)=I mESy; Des(mr)CI
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As shown by Solomon in [11] in the more general context of finite Coxeter groups, the
D;’s (resp. B;’s) span the descent algebra ¥, a subalgebra of kS, of dimension 2"=1 The
families (Dj);c(,—1) and (By);c[,—1) are bases of X, known as the descent class or simply
D-basis, resp. the subset or B-basis. The two bases are obviously related through

B, =) Dj, D; =Y (-1)VB,. (1.1)
jc1 jcI

The structure constants of the B-basis have a combinatorial description known as Solomon’s
Mackey formula [12, Theorem 2], [2, Proposition 4.3] (note the different conventions for
the order of multiplication in S,). To state it, for any f € £, and K C [n — 1], let [Bk]f
denote the coefficient of Bk in the expansion of f in the B-basis of X,,. Furthermore, if M
is a p x g matrix, its row sums vector is the p-tuple of row sumes, its column sums vector is
the g-tuple of column sums, and its reduced reading word is the concatenation of the rows
of M without zeroes.

Proposition 1.2 (Solomon’s Mackey formula). Let I, ]J,K C [n — 1]. Let ]Né’] be the set of
nonnegative integer matrices with row sums vector comp(I), column sums vector comp(]) and
reduced reading word comp(K). Then, [Bg|B;B; = \Né’] .

Note that IN}(’] is empty unless I C K. Thus, [Bk]|B /Br = 0 unless I C K. The non-zero
entries of the i-th row in the matrix must give the i-th subsequence in K|I. Furthermore
the sequence of the rightmost non-zero elements of each row in the matrix is exactly K|I.

Example 1.3. Assume n = 5, 1 = {3}, ] = K = {1,3}. We have comp(I) = (3,2),
comp(]) = comp(K) = (1,2,2). We notice that I C K, thus comp(K) < comp(I). Finally
K|I=1((1,2),(2)), K|I = (2,2) and |]N}<’]| = 2 as there are exactly 2 suitable matrices, namely:

102and120
020 002/

1.3 The Dynkin operator

A permutation w € S, is said to be a V-permutation if there exists some k € [n] such that
wl)>w2)>--->wk)<wk+1) <wk+2)<---<w(n).

In this case, automatically w (k) = 1.

Definition 1.4 (Dynkin operator). The Dynkin operator is the element

Vo= Y (1) D weks,

WES, isa
V-permutation
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The Dynkin operator can also be written as

Vi = (1 - CYC2,1> (1 - CYC3,2,1) (1 - CYC4,3,2,1> o (1 - Cnd,n—l,...,1> ’ (12)

where cyc;; | ,is the cycle permutation that mapsi,i—1,...,2,1toi—1,i—2,...,1,i,
respectivefy, and fixes all the other elements of [n]. See [4, Lemma 1.1] for a proof. The
Dynkin operator satisfies

V2 =nV,. (1.3)

This is proved in [!, Section 1] and [4, Remark 2.1] using the free Lie algebra, in [,
proof of (5)] using custom-built combinatorics, and in [6, Subsection 4.5.2] using Hopf
algebras. The former two proofs rely on the fact that

v,D; = (-1)'v,  forany IC [n—1]. (1.4)
Using Equation (1.1), this can be rewritten as
V,B; =0 for any nonempty I C [n —1]. (1.5)

This surprising connection with the B-basis suggests a link to Solomon’s Mackey for-
mula. Furthermore we felt that it is worth studying how the action of V,, on the B-basis
changes (e.g. in terms of rank and kernel) when the coefficient —1 in (—1)”1(1) is re-
placed by an arbitrary element —g of the base ring k, especially a root of unity. We thus

look at the following g-deformation of the Dynkin operator.

Definition 1.5 (g-deformation of the Dynkin operator, [3]). Fix q in the base ring k and a
non-negative integer n. The g-deformation of the Dynkin operator is defined as

vi= Y (—q)¢ 'O w e kS, (1.6)

WES, isa
V-permutation

Generalizing (1.2), V,(ﬂ) = (1 —q cycm) (1 —q CYC3,2,1) e (1 —q Cnd,nfl,...,l> .

In the work of Calderbank, Hanlon and Sundaram [?], Vgﬂ) appears under the name
n(a) for & = g in the context of higher Lie modules: The left ideal of kS, generated by

V,(ﬂ) is an Sj-representation V,(«), which is (isomorphic to) the multilinear component

of the “a-deformed free Lie algebra” on n generators (which generalises both the free

Lie algebra and the free Lie superalgebra). Our focus is to study V,(ﬂ) using Solomon’s

Mackey formula and elementary permutation combinatorics. Three specializations of

V,(ﬁ) are worthy of note. As per the definition V,(}) = V,, is the standard Dynkin operator.

Next, V,(qo) = id € kS;,. Finally, V,(fl) is the sum of all V-permutations, i.e. the sum of all
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permutations with empty peak set. V,(fl) is the main building block of the peak algebra

analog to the Dynkin operator introduced in [10].

In the next sections, we proceed with a general expansion of the action of V,(ﬂ) on the

B-basis using Solomon’s Mackey formula. Then we provide some consequences: new
proofs of (1.5), (1.4) and (1.3); a description of the eigenvalues of the action of V,(ﬂ) on

2,; and a combinatorial formula for the dimension of its image V,(ﬁ)Zn.

2 Action of V,(f) on the B-basis of the descent algebra

Given an integer n € N, a parameter ¢ € k and a subset I C [n — 1], we look at the
() (a)

expansion of V;,"' By in the B-basis of the descent algebra ¥.,,. We first decompose V;,"" in
the D-basis and solve the problem for these basis elements.

2.1 Decomposition according to descent classes

First, we decompose the g-deformed Dynkin operator in the D-basis of X;.

Proposition 2.1. For any n € IN and q € k, the q-deformed Dynkin operator V,(ﬂ) expands as

Vi) = Y (—9) "Dy, (2.1)
k=1

As a result, V,(ﬂ) S

Proof. For each k € [n], we know that Dj;_4; is the sum of all permutations w € S, with

descent set [k — 1]. But these are precisely the V-permutations w € S, with w™! (1) = k.
Hence, the right hand side of (2.1) agrees with the right hand side of (1.6). The equality
(2.1) follows, and thus the proposition holds. O

Define V,, := Dj;_q) for each k € [n]. We expand V,, B for I C [n — 1] in the B-basis.

Theorem 2.2. Given two positive integers k < n and two sets I, K C [n — 1] with I C K. Then,
the Bg-coefficient in the expansion in the B-basis of V,, By is

[Bk] VB = (—1)* Ky ()l (2.2)
UCK]L;
YU>n—k

(The sum runs over the 21!l subsequences of K|I irrespective of repeated entries in K|I.)
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Proof. We define
IN}< = U ]NL’] ;
J<[n—1]
this is the set of all nonnegative integer matrices with row sums vector comp(I) and
reduced reading word comp(K) that have no zero columns. Given A € IN%, we let
col(A) be the number of columns of A and A* the sequence of entries in the rightmost

column of A. Wehave V,y =Dy_yj = L (—1)(k71)7|” B; by Equation (1.1). Hence,
JC[k—1]

BV, Br= ). (—1) V-V By BB,
JC[k—1]
= Z (—1)(1(_1)_‘]| (by Proposition 1.2)
JClk-1];
AeNy/

_ Z (_1)k—col(A) (2.3)
AEIN%(;
ZA*>n—k

(since col(A) = |J|+1and Y A* = n —max] for any A € IN}(’]).

Now, we shall establish a sign-reversing involution on the set Nk that makes most
addends on the right hand side of (2.3) cancel. Namely, call a column of a matrix A € Nk
splittable if it is not the last column and has at least two nonzero entries. A splittable
column c can be split into two by creating a new column ¢’ immediately to its left and
moving the top nonzero entry of ¢ to ¢’. (All other cells of ¢’ are filled with 0, and so
is the cell of ¢ from which an entry was moved.) Conversely, two adjacent columns ¢’
and ¢ of A (with ¢’ left of ¢) will be called mergeable if ¢ is not the last column of A and
the column ¢’ has only one nonzero entry and this entry lies further up than all nonzero
entries of c. A mergeable pair of columns ¢/, ¢ can be merged into one simply by adding
them together. Splitting and merging are mutually inverse operations. For example:

1 201 splitﬂl)ng 1 2001 mergecoﬂ;nnsZ,S 1 201
0132 00132 0132

(note that the last column is not splittable by definition).

Thus, all matrices A € IN% that have a splittable column or a mergeable pair of
columns cancel out from (2.3) (just pick the leftmost splittable-or-mergeable column,
and merge or split it, as in [, proof of Theorem 2.2.2]). What remains are the matrices A
whose columns, all except for the last one, contain exactly one nonzero entry each, and
whose nonzero entries (apart from those in the last column) are arranged from bottom
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to top as you move right in A. For example,

S
- n ST

is such a matrix (where empty cells mean zeroes, but the entries ¢, s, t can also be zeroes).
We call such matrices survivor matrices. It is easy to see that such a survivor matrix
A € N is entirely determined by the knowledge of which of its rows end with a 0.
(Indeed, this data determines which entries of comp(K) go into the last column of A and
which go into the other columns. The latter entries must then be arranged in distinct
columns from left to right.) If the i-th row of the matrix does not end with a zero,
then it ends precisely with the i-th element of K|I (we remind the reader that K|I is the
sequence of the rightmost elements of each row of A). We can therefore encode this data
as a nonempty subsequence U of K|I, which consists of those entries of K|I that are in the
last column of A. Besides, there is exactly one column in A for each element of comp(K)
that is not in the last column and there are exactly | comp(K)| — |U| = |K| +1 — |U| such
elements. Add the last column to get:

col(A) =2+ |K| —|U|. (2.4)

Example 2.3. Let comp(K) = (1,2,3,1) and comp(I) = (3,4) so that K|I = (2,1). Then,
the survivor matrices A are

0012 0120 012
Al_(3100)' A2_<3001)’ A3_(301)'

Their respective corresponding subsequences U are Uy = (2), Up = (1) and Uz = (2,1).
In Equation (2.3) replace col(A) by the formula of Equation (2.4) and reindex the sum-

mation over subsequences of K|I to get Theorem 2.2. [

2.2 Expansion of V,(ﬂ)B ; in the B

We use Theorem 2.2 to explicit the action of the g-deformed Dynkin operator on the
B-basis of the descent algebra %,,.

Theorem 2.4. Let n be a positive integer and q € k be an invertible parameter. For I, K C

[n — 1], the coefficient in Bk of VB, is0 if I ¢ K and otherwise given by

B VB = (—)Klg 11— g~ H)1 TT [o], . (2.5)
veK|I
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Here, for any integer v € N and any r € k, we define the r-integer [0], tobe 10 + 7! + - - + 771,
(Note that [0],-1 = g~ **1[0];.)

Proof. We WLOG assume that I C K, since otherwise both sides are 0 by the second
sentence after Proposition 1.2. Now, using (2.1) and Theorem 2.2, we get

Bi]VSB; = Y (=) [Bk]V, By = Y (—1)KI+1g1 ¥ (Ul
k k UCK]I;
YU>n—k

Switching the summation order between k and U, we rewrite this as

BViB = ()KL (Y g
UCK|I k>n—xU+1

SU-1
= (-/KF Y (il Yy gkt (reindex with k' = n — k)
UCK]|I k'=0
(LR y =g
UCK|I 1

n—1
= ()N § (g,
1 UCK|I

where the last line uses the fact that ZUCKTI(—l)‘u' — 0 (since the sequence K]|I is
nonempty). To end the proof, note that for any sequence S and any parameter x,

H(l . xS) _ Z (_1)|T|xZT,

seS TCS

where the summation is over all subsequences T of S. As a consequence,

Bk VLB, = (—1>'K'L1_1 [Ta-g7°)=(DKgta—g HKIL T o] .

1-— =
1 veK|I veK|I

Finally, notice that |K|I| = |I| + 1 to recover Theorem 2.4. O

Theorem 2.4 can also be proved via noncommutative symmetric functions, using [/,
Proposition 5.30, Theorem 4.17, Definition 5.1, Proposition 5.2]. Indeed, the image of
V,(ﬂ) under the standard identification £, — NSym,, is the element ©,(q) from [7, (66)],
and thus differs by a 1 — g factor from the S, ((1 — g)A) in [/, Proposition 5.2].
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3 Consequences of Theorem 2.4

3.1 Idempotence

Theorem 2.4 has various implications regarding the Dynkin operator and some of its
generalisations. First, we get a new elementary proof that %Vn is an idempotent of kS;,.

Corollary 3.1. Equations (1.5), (1.4) and (1.3) are direct consequences of Theorem 2.4.

Proof. Setting g = 1 in Equation (2.5), we easily obtain (1.5).
Combining (1.1) with (1.5), we obtain

V,D; = Z(-l)'l\”VnB] = (_1)|1\@|Vn]3® — (_1)\I|Vn/
JeI

since By = 1. Thus, (1.4) is proved. Now, equations (2.1) (for 4 = 1) and (1.4) yield

n

n n
ViV = Y (DD = Y (1) () = )V = nVa
k=1 k=1 k=1

In other words, V% = nVy, which proves (1.3). l

3.2 Zero coefficients and eigenvalues
Theorem 2.4 determines which of the [BK]V,(ﬂ)B [ are zero for I, K C [n —1].

Corollary 3.2. Let k be a field of characteristic 0. Fix n € N and q € kand I,K C [n —1].

If q is a primitive p-th root of unity for p > 1, then we have [BK]V,(ﬂ)BI = 0 if and only if

I ¢ K or K|I contains a multiple of p. If g = 1, then [BK]VSﬂ)BI =0ifand only if I # @. If
q = 0, then [BK]VSZq)BI = 0 if and only if I # K. If q is nonzero and not a root of unity, then
Bx|VY'B; = 0ifand only if I ¢ K.

Proof. The case g = 0 follows from V,&O) = id, whereas the case g = 1 follows from (1.5).

The case SZ K is trivial by Theorem 2.4. Now let I C K and q # 0,1. According to (2.5),
we have [BK]V,(f’)B 1 = 0 iff some v € K| satisfies [0] g-1 = 0. But this happens precisely
when g # 1 and ¢° = 1 for some v € K|I. O

We can now compute the eigenvalues of the action of V,(ﬂ) on X, by left multiplication

(9)

— i.e., of the linear endomorphism u — V,,""u of ¥, —, which we name the eigenvalues

of V,(ﬂ) for brevity. As the matrix entries [BK]VSﬁ)B 1 are in triangular form (being zero

unless I C K), the eigenvalues of ngl) are exactly its diagonal elements.
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Corollary 3.3. Fix n > 0 and q # 1. The eigenvalues of V,(ﬂ) are the elements of the family
(e1)1c|n—1 defined by
1-qe= JI Q-9°). (3.1)

vecomp(I)

Note that if q is a p-th root of unity with p > 1 and I contains a multiple of p, then ey = 0.
Proof. Set K = I in the formula of Theorem 2.4. O

3.3 Image space dimension
We proceed with a corollary and some comments regarding the dimension of V,(ﬂ)Zn.

Corollary 3.4. Let n > 0. Let k be a field. The dimension of the subspace V,(qq)Zn of the descent
algebra ¥, is 2"~ when q is not a root of unity. If q is a primitive p-th root of unity with p > 1,

dim (V,(ﬂ)zn) — s\, (3.2)
where sgf ) is the n-th Fibonacci number of order p defined by s(()p ) = 0and s,(f ) = o for all

1 < n < p and the recurrence relation

(p) (p) +S(p) Jr,,,JFS(P)

Sp’ =8, 1T858, nop foralln=>p.

(9)

Proof. If q is not a root of unity, then all the eigenvalues e; of V" are nonzero (see
Corollary 3.3), and thus Vﬁﬂ) is invertible, so that its image is the whole X,. Next,

assume that g is a primitive p-th root of unity with p > 1. We let Compﬁlp ) denote the set

of the compositions of n that do not contain a multiple of p. We have | Comp,(f )| = s,(f)

easily! and it remains to show that dim <V,(ﬂ)2n> = | Comp,(f ) |. To prove this, we denote

ag = [BK]V,(ﬂ)BI for all I, K C [n — 1] and argue in two steps.
Proof of dim (V,(ﬂ)Zn> > |Comp!P) |: Recall that the operator u VU on =, is
()

triangular (the ajk are zero unless I C K). As a result, the dimension of V'Y, is at least
as large as the number of non-zero entries on the diagonal, i.e. the number of non-zero
er=aj = [B I]V,(f’)B 1 when I ranges over all subsets of [n — 1]. Since g is a primitive p-th
root of unity, Corollary 3.3 shows that we have e; = 0 iff comp(I) contains at least one
multiple of p, that is, iff comp(I) ¢ Compﬁlp). As a result, dim <V,(lq) Zn> > | Compi(f .

If p > n, then no composition of 1 contains a multiple of p, and thus | Compﬁf) | =2""1. Whenn > p,

we split compositions in Compﬁlp )

() m by removing the last entry. If m > p, replace m by m — p to get a composition

according to their last entry m. If m < p, we get a bijection with the

compositions in Comp

(p)
n—p*

n

in Comp This last construction is also bijective, and the desired recurrence relation follows.
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Proof of dim (V,(ﬂ)Zn) < | Comp!P) |: The next step is to show that dim (V,(ﬂ)Zn> <
| Compfj’ )|. By the rank-nullity theorem, it will suffice to find | Comp,, \ Compy’ )| many

linearly independent linear relations between the coefficients of each element of V%)Zn.
Let K C [n — 1] be such that comp(K) = (a1, a2, ..., &g41) € Comp, \ CompP). Thus,
some «; is a multiple of p. Let m be maximal such that a;, is a multiple of p.

(a) If m = |K| +1 then

Ve VP, [Bylf =o0. (3.3)

Indeed, by linearity, it suffices to show that ajx = 0 for each I C [n — 1]. Either
I Q Kand ajx =0, or I C K and (by construction) K|I contains XK|+1 and thus a;x
contains the factor [a| K\+1]q—1 = 0 (see Theorem 2.4).

(b) Next assume m < |K| 4+ 1. Then, define the set K’ C [n — 1] such that

comp(K') = (a1, ..., 01, 0m + Qpi1, Xmt2, - - K| 41)-

As a result K" C K. The composition comp(K’) has exactly one part less than
comp(K). We fix any I C [n — 1], and aim to show that ajxx = —ajx. Indeed, if
I ¢ Kand I ¢ K/, then ajg = ajp = 0. If I C Kbut I ¢ K/, then a,, € K|I and
arx = 0 (having a factor of [am],-1). But ajx = 0 as well, since I  K'. Finally, if
I C K' C K, then either ay, 1 ¢ K_|I and the only difference between ajx and ajgs
is the coefficient (—1)/XI = —(=1)/X'l; or a,,41 € K|I and an additional difference
between coefficients a;x and ajg: is that the factor [ocmﬂ]qq in arg is replaced by
[t + txmﬂ]qq in ag. But as g is a p-th root of unity and a,, is a multiple of p, we
have [ay + ayi1],-1 = [(Xm_|_1:|q71 and therefore a;x» = —ajk for all I. By linearity,
we conclude that

qfl

f € Vi'Zu, [Bilf = ~[Bxlf. (3.4)

Thus, for each K C [n — 1] with comp(K) € Comp,, \Comp,(f), we have found a linear

relation — either (3.3) or (3.4) — that holds for the coefficients of all f € V,(ﬂ)Zn. These rela-

tions are linearly independent due to distinct “leading terms”. Hence, dim (V,(ﬂ)Zn> <

|Comp£f) | is proved, so that dim (VSZEI)ZTZ) = | Compﬁf’ )| follows. O
Corollary 3.4 shows that the image V,(ﬁ)Zn of the left action of V,(ﬂ) on X, is a proper
subspace of ¥, when g is a root of unity of order < n. This reveals several connections:
1. In the special case p = 2 i.e. 4 = —1, the basis of the image of V,; := V,(fl) is indexed
by odd compositions of n (compositions with only odd entries). This reminds one of the
peak algebra P, of order n, a left ideal of ¥, where permutations with the same peak set
have the same coefficient. Furthermore V;| is used in [10] to provide an analogue of
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the Dynkin operator in the peak algebra. Using Theorem 2.4, we provide an explicit
expansion of V; B}, namely:
viB =2l Y (—1) Iy, (3.5)
K2
K|IN2N=0
2. When g is a primitive p-th root of unity with p > 1, the dimension of the image of

ngq) is equal to the dimension of the vector space of (p — 1)-extended peaks quasisymmetric

functions of degree n that we introduced in [5].
(q)

We conclude with an apparently open question. Is the action of V" on X, diagonal-
izable for all g? (This is claimed in [*], but the proof relies on the semisimplicity claim
in [3, Corollary 2.3], which is false in general.)
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