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Abstract. The associative operad is a central structure in operad theory, defined on the
linear span of permutations. We build two analogs of the associative operad on the
linear span of packed words. By seeing a packed word as a surjective map between
two finite sets, our first operad is graded by the cardinality of the domain and the
second one, by the cardinality of the codomain. In the same way as the associative
operad of permutations admits as quotients the duplicial and interstice operads, we
derive similar structures for our operads of packed words. Both operadic operations
on monomial bases, constructed from partial orders on packed words, are monomial-
positive. We propose also an analogue of Dynkin idempotent of Zie algebras in this
context of operads of packed words.
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Introduction

The associative operad As is an algebraic structure playing a central role in the operad
theory. It is defined on the linear span of permutations and its partial composition con-
sists of inserting a permutation into another one, interpreted as permutation matrices.
The first reason justifying the importance of As is that it intervenes in a crucial way in
the description of the axioms of symmetric operads. A second reason, shown by Aguiar
and Livernet [1], relates to its richness from a combinatorial point of view. Indeed, As
admits a basis (called monomial basis) defined using the left weak order on permutations
which has the nice property that the partial composition of two elements of this basis is
a sum of an interval of this partial order. Furthermore, this operad enjoys many prop-
erties since it admits not only the Lie operad as a suboperad, but also, as quotients, the
duplicial operad of binary trees [4] and the interstice operad on two generators of binary
words [5, 6].
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These three operads on permutations, binary trees, and binary words form a hier-
archy very similar to a well-known hierarchy of combinatorial Hopf algebras involving
the same spaces of combinatorial objects, namely, the Malvenuto–Reutenauer Hopf alge-
bra of permutations [17, 7], the Loday–Ronco Hopf algebra of binary trees [15], and the
noncommutative symmetric functions Hopf algebra [8]. Interestingly enough, there is a
generalization of the Malvenuto–Reutenauer Hopf algebra on the linear span of packed
words. This Hopf algebra has been introduced by Hivert [11] when he considered a
notion of word quasi-symmetric functions. This construction is natural since while per-
mutations are bijections, packed words are surjections. In this context, the analog of the
Loday–Ronco Hopf algebra involves Schröder trees [19] and the analog of the noncom-
mutative symmetric functions Hopf algebra involves ternary words [19]. The starting
point of the present work is to explore whether such a natural generalization of As exists
and if it leads to a similar hierarchy of operads.

Our main contribution consists of the introduction of two different generalizations of
As on the linear span of packed words. By seeing a packed word as its matrix, we obtain
a right version PAs→ consisting of inserting a packed word matrix at a given position into
another one, and a left version PAs← consisting of inserting several copies of a packed
word matrix onto given values. These operads also differ in the way the arity of a packed
word is defined: in PAs→ (resp. PAs←), the arity of a packed word is the cardinality of its
domain (resp. codomain). As they are not isomorphic as graded spaces, PAs→ and PAs←

are not isomorphic as operads. Moreover, PAs← is a symmetric operad while PAs→ is
not. Besides, the operad PAs← is not combinatorial in the sense that it admits infinitely
many elements of any given arity n ⩾ 1. Nevertheless, despite this fact, this operad
is rich from a combinatorial point of view since it admits several quotients using well-
known equivalence relations on packed words, like the sylvester [12], hypoplactic [14],
or Baxter [9] congruences.

This work is presented as follows. Section 1 contains fundamental notions about
the main combinatorial objects and operads appearing in this work. In Section 2, we
introduce and construct the operads PAs→ and PAs← and present their first properties.
Section 3 is devoted to the study of some of the quotients of these two operads of packed
words which involve other families of combinatorial objects. After recalling the defini-
tion of left and right weak order for packed words, we use these orders in Section 4 to con-
struct monomial bases and to study their behavior under our two operads. An analogue
identity of the classical Dynkin idempotents for Zie algebras [2] in term of monomials is
derived.

General notations and conventions. For any integer i, [i] denotes the set {1, . . . , i}. For
any set A, A∗ is the set of words on A. For any w ∈ A∗, ℓ(w) is the length of w, and for
any i ∈ [ℓ(w)], w(i) is the i-th letter of w. The only word of length 0 is the empty word
ϵ. For any 1 ⩽ i ⩽ j ⩽ ℓ(w), w(i, j) is the word w(i) . . . w(j). Given two words w and w′,
the concatenation of w and w′ is denoted by ww′ or by w.w′.
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1 Preliminaries

1.1 Packed words

Let P be the set N \ {0}. For any u ∈ P∗ and α, β ∈N, let ↑β
α (u) be the word obtained by

incrementing by α the letters of u which are greater than β. For instance, ↑4
2 (124546) =

124748. For any u, v ∈ P∗ and i ∈ P, let u ↶i v be the word on P∗ obtained by replacing
each occurrence of i in u by a copy of v. For instance 2123 ↶2 41 = 411413 and 21 ↶3
311 = 21. Let w ∈ P∗. The alphabet of w is the set Alph(w) formed by the letters
appearing in w. An inversion of w is a pair (i, j) such that 1 ⩽ i < j ⩽ ℓ(w) and
w(i) > w(j). The set of inversions of w is denoted by Inv(w) and the number of inversions
of w is inv(w) := |Inv(w)|. The standardization map [13] st : Pn → Sn is the function
sending w to the unique permutation st(w) ∈ Sℓ(w) such that Inv(w) = Inv(st(w)). For
instance, if x < y < z are letters of P, then st(yyxzzxzyx) = 451782963 ∈ S9.

A packed word is a word w ∈ P∗ satisfying i − 1 ∈ Alph(w) whenever i ∈ Alph(w)
and i ⩾ 2. This implies that Alph(w) = [k] for some k ⩾ 0 and that k ⩽ ℓ(w). For any
k, n ⩾ 0, let Pn[k] be the set of all packed words of alphabet [k] and length n. When
n = k, this set coincides with Sn.

Recall that the symmetric group acts on the vector space of non-commutative poly-
nomials K⟨X⟩, for any countable set X, where K is any field of characteristic zero. When
X = P, this action restricts to packed words: if w ∈ Pn[k] and σ ∈ Sn, then

w · σ := w(σ(1)) · · ·w(σ(n)) ∈ Pn[k]. (1.1)

Indeed, if w is a packed word, any permutation of its letters is also a packed word.
For any w ∈ Pn[k], the composition type χ(w) of w is the unique weakly increasing

word obtained after rearrangement of w. In particular, χ(w) ∈ Pn[k]. Every weakly
increasing packed word w ∈ Pn[k] can be encoded by the integer composition c1c2 . . . ck
of n such that every i appears ci times in w. Equivalently, through the classical bijection
between subsets of [n − 1] and binary strings of length n − 1, the composition type
χ(w) of a packed word of length n can be also described as a word of length n− 1 on
the alphabet {1, 2}. For instance, χ(2311223) = 1122233 ↔ −+−−+− ↔ 121121 and
χ(221) = 122↔ +− ↔ 21.

The following lemma, due to Hivert, relates a packed word with its composition type.

Lemma 1.1 (Hivert, [13]). For any w ∈ Pn[k], w = χ(w) · st(w). Moreover, st(w) is the
smallest permutation in Sn for the right weak order satisfying the above property.

This result implies that every packed word w is encoded by its composition type and
its standardization: the composition type tells us how many times each letter appears in
w, while st(w) encodes the relative order of the appearance of the letters in w.
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1.2 Associative operad and quotients

We follow the usual notations about symmetric unital operads [16] (called simply operads
here). Here are four important examples of (symmetric or nonsymmetric) operads.

• The right associative operad is the symmetric operad As→ (also written As) wherein for
any n ⩾ 1, As→(n) is the linear span of the set Sn. The set {Eσ : σ ∈ Sn, n ⩾ 1} is a
basis of As→. Given α ∈ Sn, β ∈ Sm and i ∈ [n], let

Bi(α, β) :=↑α(i)
m−1 (α(1, i− 1)) . ↑0

α(i)−1 (β) . ↑α(i)−1
m−1 (α(i + 1, n)). (1.2)

For instance, B5(3612457, 231) = 381256479. The red labels reflect the red permutation
231 inserted into the blue permutation 3612457 onto the letter 4 at the 5-th position.
The permutation Bi(α, β) is sometimes called the block permutation associated to α and β

(see [16]). The partial composition of As→ satisfies Eσ ◦i Eν = EBi(σ,ν) and the action of the
symmetric group Sn satisfies Eσ · ν = Eσ◦ν where ◦ is the composition of permutations.

• The left associative operad is the symmetric operad As← defined on the same space as
the one of As→, seen on the same E-basis. The partial composition of PAs← satisfies
Eσ ◦i Eν = Eπ where π is the permutation obtained by replacing in ↑i

m−1 (σ) the letter i
by ↑0

i−1 (ν), where m is the greatest letter of ν. The action of the symmetric group Sn
satisfies Eσ · ν = Eν−1◦σ where ◦ is the composition of permutations. The operads As→

and As← are isomorphic through the linear map ϕ : As→ → As← satisfying ϕ (Eσ) = Eσ−1 .

• The duplicial operad [4] is the nonsymmetric operad Dup wherein for any n ⩾ 1, Dup(n)
is the linear span of the set Bn of binary trees with n internal nodes. The set {Et : t ∈
Bn, n ⩾ 1} is a basis of Dup. The partial composition of Dup satisfies Et ◦i Es = Er where r

is the binary tree obtained by replacing the i-th internal node u of t for the infix traversal
by a copy of s and by grafting the left subtree of u on the leftmost leaf of the copy and
by grafting the right subtree of u on the rightmost least of the copy. For instance, in Dup,
we have

E ◦6 E = E . (1.3)

• For any s ⩾ 1, the s-interstice operad [5, 6] is the nonsymmetric operad Is wherein for
any n ⩾ 1, Is(n) is the linear span of the set [s]n. The set {Eu : u ∈ [s]n, n ⩾ 1} is a basis
of Is. The partial composition of Is satisfies Eu ◦i Ev := Eu(1,i−1) . v . u(i,ℓ(u)). For instance,
in I2, we have E121121 ◦4 E21 = E121 21 121.

As shown in [1], Dup and I2 are nonsymmetric operad quotients of As→.
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2 Operadic structures on packed words

2.1 Right version

Let PAs→ be the graded space such that for any n ⩾ 1, PAs→(n) is the linear span of the
set Pn. The set {Eu : u ∈ Pn, n ⩾ 1} is a basis of PAs→. Let us endow PAs→ with the
operations ◦i defined, for any u ∈ Pn[r], i ∈ [n], and v ∈ Pm[s], by

Eu ◦i Ev := E↑u(i)
s−1(u(1,i−1)) . ↑0

u(i)−1(v) . ↑u(i)−1
s−1 (u(i+1,n))

. (2.1)

For instance, E2311223 ◦5 E221 = E2411 332 34. Intuitively, the partial composition Eu ◦i Ev of
PAs→ is similar to the one As→ but with the difference that the occurrences of u(i) in u
having a position greater than i are incremented by s− 1 where s is the maximal value
of v. In terms of permutation matrices, we have

E
0 0 1 1 0 0 0
1 0 0 0 1 1 0
0 1 0 0 0 0 1


◦5 E[0 0 1

1 1 0

] = E
0 0 1 1 0 0 0 0 0
1 0 0 0 0 0 1 0 0
0 0 0 0 1 1 0 1 0
0 1 0 0 0 0 0 0 1


. (2.2)

Theorem 2.1. The graded space PAs→, endowed with the partial composition maps ◦i, is a
nonsymmetric unital operad.

We call PAs→ the right associative operad of packed words. Remark that in [10] and [18],
other operads involving the same space of packed words are constructed. The operads
PAs→ and PW, which is defined in [10], are not isomorphic. Indeed, a simple inspection
shows that any minimal generating set of PW contains two elements of arity 3 while any
minimal generating set PAs→ has no element of this arity.

For any u ∈ Pk and i ∈ [k], the record reci(u) of u at i is reci(u) := st(u)(i). For exam-
ple, taking u = 2311223 and i = 5, we have st(u) = 3612457, so rec5(u) = st(u)(5) = 4.
In what follows, we consider that the maps rec and st are extended linearly on the graded
space PAs→ through its E-basis. In the same way, we extend linearly the action · of (1.1)
on PAs→ through its E-basis.

As shown by the next result, the operad PAs→ relates well with As→ and I2.

Theorem 2.2. Let n ∈N, u ∈ Pn, and v ∈ P. For any i ∈ [n],

Eu ◦i Ev =
(
Eχ(u) ◦reci(u) Eχ(v)

)
· Bi(st(u), st(v)), (2.3)

where the partial composition ◦reci(u) is the one of I2. In particular, χ(Eu ◦i Ev) = Eχ(u) ◦reci(u)
Eχ(v) and st (Eu ◦i Ev) = EBi(st(u), st(v)).

Following with our example let u = 2311223 and v = 221. Notice that st(u) =
3612457, so that rec5(u) = 4. Also, st(v) = 231. Therefore,(

Eχ(u) ◦reci(u) Eχ(v)

)
· Bi(st(u), st(v)) = E112233344 · 381256479 = E241133234, (2.4)

which agrees with our previous example at the beginning of Section 2.1.
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2.2 Left version

Let PAs← be the graded space such that for any n ⩾ 1, PAs←(n) is the linear span of the
set P[n]. The set {Eu : u ∈ P[n], n ⩾ 1} is a basis of PAs←. Let us endow PAs← with the
operations ◦i defined, for any u ∈ P[n], i ∈ [n], and v ∈ P[m], by

Eu ◦i Ev = E↑i
m−1(u) ↶i ↑0

i−1(v)
. (2.5)

Intuitively, if Ew = Eu ◦i Ev, then w is the word obtained by increasing by m − 1 the
letters of u which are greater than i, and by replacing all its occurrences of i by the word
obtained by increasing by i− 1 all letters of v. For instance, E231314 ◦3 E212 = E2 434 1 434 15.
In terms of permutation matrices, we have

E
0 0 1 0 1 0
1 0 0 0 0 0
0 1 0 1 0 0
0 0 0 0 0 1


◦3 E[0 1 0

1 0 1

] = E

0 0 0 0 1 0 0 0 1 0
1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 1 0 0 0
0 1 0 1 0 1 0 1 0 0
0 0 0 0 0 0 0 0 0 1



. (2.6)

Let us also endow PAs← with the right action · of the symmetric groups such that, for
any u ∈ P[n] and σ ∈ Sn,

Eu · σ = Eσ−1(u(1)) ... σ−1(u(ℓ(u))). (2.7)

For instance, E1411232 · 3142 = E2322414.

Theorem 2.3. The graded space PAs←, endowed with the partial composition maps ◦i and the
action · of the symmetric groups, is a symmetric operad.

We call PAs← the left associative operad of packed words. Observe that this operad is
not combinatorial since for any n ⩾ 1, there are infinitely many packed words with n
as maximal value. However, as we shall see in the next sections, this operad admits
interesting quotient operads which are combinatorial.

Given a packed word w ∈ Pn[k], we define the set-partition type of w (also called
initial permutation of w in [3]) as the packed word Ψ(w) := w · first1(w), where · is the
right action and first1(w) is the permutation in Sk obtained by keeping from w the
first appearance of each letter (see Section 3.2). Our terminology is due to the fact that
Ψ(w) can be related to a particular set-partition as follows. A set-composition of [n] is
a set-partition endowed with a total order on its set of blocks. We denote by Σ[n] and
Π[n] the sets of set-compositions and set-partitions of [n], respectively. There is a map
fgt : Σ[n] → Π[n] that forgets the order of the blocks. If F = (B1, B2, . . . , Bk) ∈ Σ[n],
the map Θ : w 7→ F given by the condition (i ∈ Bj ↔ wi = j) defines a bijection
Θ : Pn[k] → Σk[n]. Hence, the set-composition Θ(Ψ(w)) = (B1, B2, . . . , Bk) satisfies
min(B1) < · · · < min(Bk). In this sense, we can identify Ψ(w) with a set-partition.
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For instance, if u = 231314 and v = 212, then first1(u) = 2314, first1(v) = 21, so
Ψ(u) = 231314 · 2314 = 123234↔ (1, 24, 35, 6) and Ψ(v) = 212 · 21 = 121↔ (13, 2).

The following result is a “leftist-analog” of Hivert’s Lemma (1.1).

Lemma 2.4. For any w ∈ Pn[k], w = Ψ(w) · first1(w)−1, with respect to the right action
of permutations. Moreover, first1(w) is the smallest permutation in Sn for the left weak order
satisfying the above property.

For any u ∈ P[n] and i ∈ [n], the co-record creci(u) of u at i is creci(w):=first1(u)−1(i).
For example, taking u = 231314 and i = 3, we have first1(u) = 2314, so crec3(u) = 2.
As before, we consider that the maps crec and first1 are extended linearly on the graded
space PAs← through its E-basis. An analogue result to Theorem (2.2) is presented now.

Theorem 2.5. Let n ∈N, u ∈ P[n], and v ∈ P. For any i ∈ [n],

Eu ◦i Ev =
(
EΨ(u) ◦creci(u) EΨ(v)

)
· Bi(first1(u)−1, first1(v)−1), (2.8)

In particular, Ψ(Eu ◦i Ev) = EΨ(u) ◦creci(u) EΨ(v) and first1 (Eu ◦i Ev) = EBi(first1(u)−1, first1(v))−1 .

Following with our example let u = 231314 and v = 212. From here,(
EΨ(u) ◦crec3(u) EΨ(v)

)
· B3(first1(u)−1, first1(v)−1) = E1232423245 · 24315−1 = E2434143415, (2.9)

which agrees with our previous example at the beginning of Section 2.2.

3 Operadic quotients

In this section, we regard the operad PAs← as a set-operad through its E-basis. This is
possible since the composition of two elements of the E-basis produces a single element
of the E-basis. For this reason, we shall write here u instead of Eu for any u ∈ P.

3.1 Permutative congruences

Let P be a predicate on P∗ ×P×P×P∗. From P, we define the binary relation ↔P on
P∗ satisfying uabv ↔P ubav for any u, v ∈ P∗ and a, b ∈ P such that P(u, a, b, v) holds.
Let also ≡P be the reflexive, symmetric, and transitive closure of↔P. The predicate P is

1. compatible with relabeling if for any u, v ∈ P∗ and a, b ∈ P, P(u, a, b, v) implies that
P( f (u), f (a), f (b), f (v)) where f : P→ P is any strictly monotone map;

2. compatible with subwords if for any u, v ∈ P∗ and a, b ∈ P, P(u, a, b, v) implies that
P(u′, a, b, v′) for any u′, v′ ∈ P∗ such that u is a subword of u′ and v is a subword of v′.
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Observe in particular that when P is compatible with subwords, ≡P is a monoid congru-
ence of the free monoid on P. Here are some examples of predicates compatible with
relabeling and subwords, where u, v ∈ P∗ and a, b, c, d ∈ P:

• Let PF be the finest predicate for which PF(u, a, b, v) never holds.

• Let PC be the commutative predicate, for which PC(u, a, b, v) always holds.

• Let PS be the sylvester predicate, satisfying PS(u, a, c, v) if there is b in v such that a ⩽ b <
c. The equivalence relation ≡PS is the sylvester congruence [12], providing an alternative
construction of the Loday–Ronco Hopf algebra.

• Let PH be the hypoplactic predicate, satisfying PH(u, a, c, v) if there is b in u such that
a < b ⩽ c or there is b in v such that a ⩽ b < c. The equivalence relation ≡PH is
the hypoplactic congruence [14], providing a construction of the Hopf algebra NCSF of
noncommutative symmetric functions.

• Let PB be the Baxter predicate, satisfying PB(u, a, c, v) if there is b in u and b′ in v such
that a ⩽ b′ < b ⩽ c or a < b ⩽ b′ < c. The equivalence relation ≡PB is the Baxter
congruence [9], providing a construction of the Baxter Hopf algebra which admits the
Loday–Ronco Hopf algebra as quotient.

In contrast, the plactic predicate PP, satisfying PP(u, a, c, v) if v is nonempty and its first
letter b is such that a ⩽ b < c, or u is nonempty and its last letter b is such that a < b ⩽ c,
is not compatible with subwords. The equivalence relation ≡PP enjoys a lot of properties
(see for instance [7] for properties related to the construction of Hopf algebras) but does
not play any role in this operadic context.

Theorem 3.1. If P is a predicate compatible with relabeling and subwords, then ≡P is a non-
symmetric operad congruence of PAs←.

When P satisfies the prerequisites of Theorem 3.1, ≡P is a permutative congruence. Let
us denote by θP : PAs← → PAs← the map sending any u ∈ PAs← to the minimal word
w.r.t. the lexicographic order of the ≡P-equivalence class of u.

3.2 Quotients forming combinatorial operads

For any k ⩾ 1, let firstk : PAs← → PAs← be the map sending any u ∈ PAs← to the
packed word obtained by deleting any occurrence of a letter a provided that there are
at least k occurrences of a on its left. For instance, first2(421431412) = 4214312. Let us
denote by ≡k the equivalence relation on PAs← satisfying, for any u, v ∈ PAs←, u ≡k v if
firstk(u) = firstk(v).

Proposition 3.2. For any k ⩾ 1, the equivalence relation ≡k is a nonsymmetric operad congru-
ence of PAs←.
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Since for any k ⩾ 1 and n ⩾ 1, there are finitely packed words having n as maximal
value and where each letter appears at most k times, the operad PAs←/≡k is combinato-
rial. The quotient PAs←/≡1 is the left associative operad of permutations.

A predicate P is compatible with firstk if for any u, v ∈ P∗ and a, b ∈ P, P(u, a, b, v)
implies that P(firstk(u), a, b, firstk(v)). Besides, P is right-trivial if for any u, v ∈ P∗ and
a, b ∈ P, P(u, a, b, v) implies that P(u, a, b, ϵ).

Theorem 3.3. Let k ⩾ 1. If P is a predicate compatible with subwords and firstk, and P is
right-trivial, then the maps firstk and θP commute for any k ⩾ 1.

Let us denote by ≡P,k the equivalence relation on PAs← satisfying, for any u, v ∈
PAs←, u ≡P,k v if θP(firstk(u)) = θP(firstk(v)). By Theorem 3.3, ≡P,k is a nonsymmetric
operad congruence of PAs←. By construction, the set θP(firstk(PAs

←)) is a set of repre-
sentatives of the quotient PAs←/≡P,k . We shall identify θP(firstk(PAs

←)) with such set of
representatives. Considering this, the partial composition map of PAs←/≡P,k satisfies, for
any u, v ∈ PAs←/≡P,k and i ∈ [|u|], u ◦i v = θP(firstk(u ◦i v)) where the second occurrence
of ◦i is the partial composition map of PAs←.

Let us review some quotients of PAs← obtained via such congruences.
Finest predicate. The finest predicate PF is compatible with firstk for any k ⩾ 1 and

is right-trivial. In particular, the nonsymmetric operad PAs←/≡PF,1 is the left associative
operad As←. For this reason, the operads PAs←/≡PF,k are generalizations of the left
associative operad. For any k ⩾ 1 and any n ⩾ 1, PAs←/≡PF,1(n) is the set of words
such that each letter between 1 and n appears from 1 to k times. The sequences of the
dimensions of PAs←/≡PF,2 begins with 2, 14, 222, 6384, 291720, 19445040, 1781750880 and
forms Sequence A105749 of [20]. The sequences of the dimensions of PAs←/≡PF,3 begins
with 3, 62, 5052, 1087104, 487424520, 393702654960 and forms Sequence A144422 of [20].

Commutative predicate. The commutative predicate PC is compatible with firstk
for any k ⩾ 1 and is right-trivial. In particular, the nonsymmetric operad PAs←/≡PC,1

is the nonsymmetric associative operad. For this reason, the operads PAs←/≡PC,k are
generalizations of the nonsymmetric associative operad. For any k ⩾ 1 and any n ⩾ 1,
PAs←/≡PC,k(n) is the set of weakly increasing words such that each letter between 1 and
n appears from 1 to k times. Hence, the dimension of PAs←/≡PC,k(n) is kn.

Sylvester predicate. The sylvester predicate PS is compatible with firstk for any k ⩾ 1
but is not right-trivial. Nevertheless, by setting PS as the predicate satisfying PS(u, a, b, v)
if and only if PS(v, a, b, u), PS is right-trivial. In particular, the nonsymmetric operad
PAs←/≡PS,1 is isomorphic to the duplicial operad Dup. This can be shown by computing
the nontrivial relations satisfied by the generators 12 and 21 of PAs←/≡PS,1 and showing
that they are analog to the nontrivial relations satisfied by the generators of Dup. For
this reason, the operads PAs←/≡PS,k are generalizations of the duplicial operad. By using
some results of [12], for any k ⩾ 1 and any n ⩾ 1, PAs←/≡PS,k(n) is the set of words such

http://oeis.org/A105749
http://oeis.org/A144422
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that each letter between 1 and n appears from 1 to k times and which avoid the patterns
231 and 221. The sequence of the dimensions of PAs←/≡PS,2 begins with 2, 10, 66, 498,
4066, 34970, 312066, 2862562.

4 Monomial bases and Dynkin idempotents

The weak order on permutations has several analogues for packed words. The right
weak order for packed words is defined via the following covering relation: for u, v ∈ Pk
u ≺r v if and only if v = u · τ, for some transposition τ ∈ Sk and inv(v) = inv(u) + 1.
Given u ∈ P, the set of left-inversions Invℓ(u) of u is the set of pairs (i, j) such that i < j
and all appearances of i in u occur after all appearances of j in u. The left weak order
of packed words is defined via the following covering relation: for u, v ∈ P[n], u ≺ℓ v
if and only if v = τ · u, for some transposition τ ∈ Sn and |Invℓ(v)| = |Invℓ(u)| + 1.
See [3] for relevant bibliography related to these orders.

Composition of monomial bases. For every packed word u, consider the new ele-
ments Fu,Mu in PAs→ (resp. Gu, Nu in PAs←), defined implicitly as:

Eu = ∑
v⩽ru

Fv and Fu = ∑
u⩽ℓv

Mv

(
resp. Hu = ∑

v⩽ℓu
Gv and Gu = ∑

u⩽rv
Nv

)
. (4.1)

For X ∈ {F,M} and Y ∈ {G,N}, the sets {Xu : u ∈ Pn, n ⩾ 0} and {Yu : u ∈ P[n], n ⩾ 0}
are linear bases for the Hopf algebras WQSym and WQSym∗ of packed words, respectively
(see, for example, [3]). The M-basis and N-basis, called monomial bases, are of particular
interest as they provide a simple description of the primitive spaces of WQSym and
WQSym∗. Following the terminology of [2], we call the former primitive space the space
of Zie elements. In the case of permutations, a Lie element is an element of the primitive
space of FQSym, the Hopf algebra of permutations [17, 7]. It is straightforward to show
that the bases F and G satisfy the same internal operations (2.1) and (2.5) of the E-basis
in PAs→ and PAs←, respectively.

For any m, n ∈ N and i ∈ [m], let the maps Bℓ
i : P[m]×P[n] → P[m + n− 1] and

Br
i : Pm ×Pn → Pm+n−1 defined as the set-theoretical operations coming from the left

and right operads (2.5) and (2.1), respectively, defined on the E-basis. Here, the sets
P[m]×P[n] and Pm ×Pn are endowed with the partial orders obtained by taking the
Cartesian product of the right and left weak order on packed words, respectively.

Theorem 4.1. (a) The maps Bℓ
i and Br

i are order-preserving, with respect to the right and left
weak orders, respectively. Moreover, they possess right adjoints.

(b) The left (resp. right) operadic composition of the N-basis is N-positive (resp. for the M-basis).

For instance, M112 ◦1 M11 = M1123 +M1132 +M2213 +M3312 (which is not an interval
for ⩽ℓ), while N112 ◦1 N11 = N11112 + N11121 (which is an interval for ⩽r).
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Part (b) of the above Theorem is a direct consequence of part (a). In [1], the authors
show a stronger result for permutations: the right-operadic composition of the basis
M is a sum over an interval for the left-weak order on permutations. This surprising
phenomenon is due to the fact that the fiber of the right adjoint for Br

i in this case is
always an interval. For our more general setting to packed words, this is no longer the
case for the M-basis. However, computational evidence leads to the following conjecture.

Conjecture 4.2. The fiber of the right adjoint for the map Bℓ
i on packed words is always an

interval. In particular, the left-operadic composition of the N basis is a sum over an interval of
the left weak order for packed words.

An analogue of Dynkin idempotents to Zie. Given u, v ∈ P, define a new operation
on PAs→ as

{Fu, Fv} := (M12 ◦2 Fv) ◦1 Fu. (4.2)

For instance, {F11, F121} = ((F12 − F21) ◦2 F121) ◦1 F11 = F11232 − F33121. Remark that
this operation is not the induced Lie bracket of WQSym; while {F1, F1} = F12 − F21,
we have [F1, F1] = 0. If u ∈ P[m] and v ∈ P[n], it is straightforward to show that
{Fu, Fv} = Fu/v − Fu\v, where u/v := u ↑1

m (v) and u\v :=↑1
n (u)v.

Now, given k ⩾ 1, the Dynkin idempotent 1
k θk is defined as the unique element in

As→(k) for which θk · a1a2a3 · · · ak = [· · · [[a1, a2], a3], · · · , ak] is the k− 1 left nested com-
mutator bracket in the vector space K⟨N⟩, for any word a1a2a3 · · · ak ∈ K⟨N⟩. Here,
we consider the natural right action of permutations (as in (2.7)). It is shown in [1,
Lemma 5.2] that we can express θk as θk = {. . . {{F1, F1},F1}, . . . , F1} (there are k − 1
left nested brackets). Given a composition c = c1c2 · · · cn ∈ N∗ of sum k, we define
the c-Dynkin’s idempotent 1

k θck, where θck := {. . . {{Fidc1
, Fidc2

}, Fidc3
}, . . . , Fidcn

} and idr

denotes the packed word 11 · · · 1 of length r. More generally, let id(c) ∈ Pk[n] be the
non-decreasing packed word with cr copies of r, for every r ∈ [n].

Theorem 4.3. For any k ⩾ 1, θck is a Zie element in WQSym, with M-expansion given by

θck = ∑
id(c) ⩽ℓ u

u=id(c1)2 ◦2 u′

Mu. (4.3)
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