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Abstract.  Real-stable, Lorentzian, and log-concave polynomials are well-studied
classes of polynomials, and have been powerful tools in resolving several conjec-
tures. We show that the problems of deciding whether polynomials are real stable
or log concave are coNP-hard. On the other hand, while all real-stable polynomials are
Lorentzian and all Lorentzian polynomials are log concave, the problem of deciding
whether a given polynomial is Lorentzian can be solved in polynomial time.
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1 Introduction

The theory of stable polynomials has been a key ingredient in seemingly unrelated math-
ematical advances. In the past few years, they were used to construct infinite families of
Ramanujan graphs [15, 17], and to resolve the Kadison-Singer problem [16].

Hyperbolic polynomials are a closely related class. They first arose in PDEs [10], but
have also gained traction in the optimization community as barrier functions for interior
point methods [¢].

Beyond hyperbolic polynomials are the classes of Lorentzian and log-concave poly-
nomials. Lorentzian polynomials in particular have close ties to combinatorial Hodge
theory [17] and matroids [3, 5]. Also called completely log-concave polynomials, they
provide a bridge between continuous log concavity of a polynomial and discrete log con-
cavity of its coefficients [5]. Because of this connection to discrete log concavity, they have
been used to prove log concavity of several famous combinatorial sequences, including
Kostka numbers [17] and the coefficients of the Alexander polynomial for certain types
of links [11].

While stable, Lorentzian, and log-concave polynomials are powerful tools, less is
known about how to test if a given polynomial has these properties. In [19], Raghaven-
dra, Ryder, and Srivastava give a polynomial time algorithm for checking real stability
of bivariate polynomials, but their techniques do not generalize easily to more variables.
Instead, the results using stable polynomials in [15, 16, 17] all start with a known con-
struction for stable polynomials, then use a series of stability-preserving operations to
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reach the desired polynomial, rather than checking stability directly. It is relatively easy
to generate particular stable polynomials, and Borcea and Brdandén give a full classifi-
cation of stability-preserving operations [*], enabling this style of argument for proving
particular polynomials are real stable. Similarly, to prove log concavity in [11], Hafner,
Mészaros, and Vidinas construct a multivariate generalization of the Alexander polyno-
mial in order to show that the single variable specialization has log-concave coefficients.

We study the hierarchy of stable, Lorentzian, and log-concave polynomials through
the lens of computational complexity. In previous works, Saunderson showed that it
is coNP-hard to decide if a polynomial is hyperbolic with respect to a given direction
[20], and Ahmadi, Olshevsky, Parrilo, and Tsitsiklis showed that it is NP-hard to test if
a polynomial is convex [1]. We extend and refine the techniques and results from these
papers to get computational complexity results on testing real stability and log concavity.

In Section 3, we will see that it is coNP-hard to determine if a homogeneous cubic
polynomial is real stable. By contrast, for fixed degree d, deciding whether a polynomial
is Lorentzian can be done in polynomial time in the number of variables (Section 4), but
log concavity is again coNP-hard (Section 5). For full proofs of the statements in this
abstract, we refer the interested reader to [0].

2 Background

We begin with some background and definitions of the classes of polynomials under
study.

2.1 Real Stable and Hyperbolic Polynomials
In Section 3, we study real stable polynomials.

Definition 2.1. A polynomial f € R{xy,...,x,] is real stable if for alla € R” ; and b € R",
the univariate restriction f(ta 4+ b) € R[t] is real-rooted.

The real stable polynomials naturally generalize the notion of real-rootedness for
univariate polynomials. In particular, a univariate polynomial f € R[t] is real rooted if
and only if it is real stable.

The main tool for our real stability results is hyperbolic polynomials.

Definition 2.2. A homogeneous polynomial p € R[xy,...,x,]s is hyperbolic with respect
toe € R" if p(e) > 0 and for all x € R”, the univariate polynomial p(te — x) € R[t] is
real-rooted.

If p is hyperbolic with respect to ¢, then we define the associated hyperbolicity cone

Ai(p,e) = {x € R" : all roots of p(te — x) are positive}.
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The following is a classic result on hyperbolic polynomials, due to Garding [/].

Theorem 2.3 ([/, Theorem 2]). If p is hyperbolic with respect to e, then it is also hyperbolic
with respect to x for any x € A+ (p,e). Moreover, the closure of the hyperbolicity cone A+ (p,e)
can be described explicitly as the closure of the connected component of R" \ V(p) containing e.

Unravelling the definitions, a homogeneous polynomial is real stable if and only if it
is hyperbolic with respect to every e € RZ,.

Example 2.4. Let p(xq,x1,...,%,) = x5 — Y/, x2. Then p is hyperbolic with respect to
e = (1,0,...,0). Indeed, for any (xg, %) € R"*1,

p(te — (x0, X)) = (t —x0)* — ||¥]]%,

which is real rooted with roots at t = xy & ||X||.
Both roots are positive if and only if xo > ||¥]|, so

A+(pre) = {(x0, %) € R" 1 20 > [|¥]]}.

Further, we note that VR(p) = {(x0,%) € R**! : |xg| = ||¥||}, so the connected
component of R"*1\ Vi (p) containing e is again {(xo, X) : xo > ||%||}, so by Theorem 2.3,

Ai(pe) = {(x0,%) 1 x0 > [I7]} = {(x0,%) € R""" 1 20 > [|¥]}.

Figure 1: The hyperbolicity cone described in Example 2.4.
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2.2 Log-Concave and Lorentzian Polynomials

In Sections 4 and 5, we study Lorentzian and log-concave polynomials.

Definition 2.5. A polynomial f € Rx>q[x1,...,x,] is log concave if log(f) is a concave
function over R” ;. Equivalently, f is log concave if and only if VZlog(f) =< 0 at all
points of R%, where it is defined.

For homogeneous polynomials of degree d > 2, we can also characterize log concav-
ity using V2f.

Theorem 2.6 ([5, Proposition 2.33]). If f is a homogeneous polynomial in n > 2 variables of
degree d > 2, then the following are equivalent for any w € R" satisfying f(w) > 0.

(1) The Hessian of f'/% is negative semidefinite at w.
(2) The Hessian of log f is negative semidefinite at w.
(3) The Hessian of f has exactly one positive eigenvalue at w.

Lorentzianity is a stronger condition that requires f and and its partial derivatives to
all be log concave. The term was coined by Brandén and Huh in [5]. In that paper, they
also show that for homogeneous polynomials, Lorentzianity is equivalent to the notions
of strong log-concavity and complete log-concavity, which were defined in [Y] and [”],
respectively.

Definition 2.7. A homogeneous polynomial f € Rxg[xy,...,x,] is Lorentzian if for all
a € IN", 0*f is either identically zero or log concave, where we use the shorthand

of =L OL S

3 . 3
axll axnn

By taking « = (0, ...,0), we immediately see that all Lorentzian polynomials are log
concave. However, as we will see in Section 5, for all degrees > 4, there exist log-concave
polynomials that are not Lorentzian.

Lorentzian polynomials are a useful tool in combinatorics because their coefficients
form an ultra-log-concave sequence [7]. They have been used, for example, to prove log-
concavity of Kostka numbers [13] and of the coefficients of the Alexander polynomial
for special alternating links [11].

3 Computational Complexity of Stability

In [19], Raghavendra, Ryder, and Srivastava show that given a bivariate polynomial
p € Rx,y] of degree d, there is a deterministic algorithm that determines whether p is
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real stable in O(d°) operations. They also ask whether their algorithm can be generalized
to three or more variables.

In this section, we will see that it is coNP-hard to test whether a homogeneous cubic
with rational coefficients is real stable. To do this, we will leverage the following result
from [20]:

Theorem 3.1 ([20, Proposition 5.1]). Let
p(x0,x) = x5 — 3x0]|x[|* +24(x),

where g € R[x1, ..., x| is homogeneous of degree three. Then p is hyperbolic with respect to ey
if and only if max 21 [q(x)] < 1.

In [20], Saunderson proves this result and uses it to show that it coNP-hard to decide
if a homogeneous cubic polynomial is hyperbolic in a given direction. In this section, we
use similar techniques to show that testing real stability is also coNP-hard.

To apply this result, we will construct a polyhedral cone K such that p is hyperbolic
with respect to e if and only if it is hyperbolic with respect to K. After an appropriate
change of variables, this is equivalent to being stable.

For ¢ > 0, let L, C R"*! denote the Lorentz cone

. 1
Le = {(x0,X) € R x> EHxH}

Proposition 3.2. Let p(xo, x) = x3 — 3x||x||? + 2q(x), where q(x) is a homogeneous polyno-
mial of degree three in n variables. Let N be the largest coefficient (in absolute value) of q, and
let 0 < e < min(m, %) Then p is hyperbolic with respect to ey if and only if it is hyperbolic
with respect to every e € Le.

Corollary 3.3. Let p and ¢ be as above, and let K = cone{eg £ ¢ee; : i =1,...,n}. Then pis
hyperbolic with respect to e if and only if p is hyperbolic with respect to every e € K.

Theorem 3.4. Let p(xo,x) = x5 — 3xo||x||> + 2q(x), where q is homogeneous of degree 3
with rational coefficients. Let N be the largest coefficient of q (in absolute value), let 0 < & <
min(m, 1), and let M be the (n+ 1) x 2n matrix whose columns are ey £ ee; fori = 1,...,n.
Define

p(x1,..., %) = p(Mx) € Rlxq,..., X4]3.

Then p is hyperbolic with respect to eq if and only if p is stable.
We have now reduced the problem of testing stability to the problem of maximizing

a homogeneous cubic over the unit sphere. To show that maximizing cubics is hard, we
require the following result of Nesterov:
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Figure 2: Cones L, 2 K, both containing eyg. These cones are constructed so that p > 0
on L. and K, so p is hyperbolic with respect to ¢y if and only if it is hyperbolic with
respect to K.

Theorem 3.5 ([1&, Theorem 4], [20, Theorem 5.2]). Let G = (V, E) be a simple graph and let
w(G) be the size of a largest clique in G. Define

gc(x,y) = Y. xixjyij.
(i,j)eE

max  gg(x,y) = \/3 1-— L
%12+ ]y 2=1 27 w(G)

Since deciding whether w(G) < k is coNP-hard, testing if a cubic polynomial is real
stable must also be coNP-hard.

Then

Theorem 3.6. Given a homogeneous cubic polynomial p with rational coefficients, it is coNP-
hard to decide if p is stable.

As an easy corollary;, it is also coNP-hard to test for stability in higher degrees.

Corollary 3.7. Fix a degree d > 3. Given a homogeneous polynomial p with rational coefficients
of degree d, it is coNP-hard to decide if p is stable.
4 Lorentzian Polynomials

While all homogeneous stable polynomials are Lorentzian, the converse is not true. In
fact, while deciding if a polynomial is stable is coNP-hard, deciding Lorentzianity for
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polynomials of fixed degree d can be done in polynomial time in the number of variables
n.

The key is the following result from [3]. We say a polynomial f € R|zy,...,z,] is
indecomposable if it cannot be written as f = f; + f», where fj, f, are nonzero polynomials
in disjoint sets of variables.

Theorem 4.1 ([3, Theorem 3.2]). Let f € R[zy,...,z,] be a homogeneous polynomial of degree
d > 2 with nonnegative coefficients. Then f is Lorentzian if and only if the following two
conditions hold:

(i) Forall x € ZL with |a| < d — 2, the polynomial 0" f is indecomposable.
(ii) Forall « € Z%, with |a| = d — 2, the quadratic polynomial 9" f is log concave over RZ,.

This means that, if we consider the degree d as a fixed parameter, Lorentzianity can
be decided in polynomial time in the number of variables.

Proposition 4.2. For fixed degree d, there is an algorithm, which runs in time polynomial in n,
that decides if a homogeneous polynomial f € R>¢[z1,...,2n|q is Lorentzian.

Proof. Since d is fixed, there are O(n“) partial derivatives to check. Checking indecom-
posability can be done by checking connectivity of a graph on n vertices, which takes
polynomial time in n. Moreover, if |a| = d — 2, then 0*f is quadratic, so the entries of
V20*f(z) do not depend on z. Since 9*f is log concave if and only if V20*f has exactly
one positive eigenvalue, and since we can compute the signs of the eigenvalues of an
n X n matrix in polynomial time, it follows that checking whether 0" f is log concave can
also be accomplished in polynomial time. O

5 Computational Complexity of Log Concavity

In Section 4, we showed that for any fixed degree d, we can decide if a homogeneous
polynomial is Lorentzian in polynomial time in the number of variables. However, while
all Lorentzian polynomials are log concave, the converse is not true, and we cannot re-
duce checking log concavity to checking quadratic derivatives. In fact, deciding whether
a homogoeneous polynomial is log concave is coNP-hard for all degrees d > 4.

Theorem 5.1. It is coNP-hard to decide if a homogeneous polynomial of degree four with non-
negative coefficients is log concave.

To prove this, we first give a reduction from checking if a homogeneous quartic is
convex on R% .
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Lemma 5.2. Let f € Rxy,..., X4 be a homogeneous quartic polynomial, and let N > 0 be at
least as large as the largest coefficient of f. Let

4
n
g(x1,...,xp,2) =N <z+ Zx,-) — f(x1,...xn) € R[xq,..., x4, 2]
i=1

Then g is a homogeneous quartic with nonnegative coefficients, and f is convex on RY if and
only if g is log concave.

Next, we claim that it is coNP-hard to decide if a quartic polynomial is convex on
R%,. In [1], Ahmadi, Olshevsky, Parrilo, and Tsitsiklis show that it is coNP-hard to test
if a quartic polynomial is convex. Given a graph G and integer k, they construct a quartic
polynomial that is convex if and only if w(G) < k, which implies that deciding convexity
of quartics is coNP-hard.

Theorem 5.3 ([1, 14]). Let G = ([n], E) be a graph and let 1 < k < n. Define the biquadratic
form

b (x;y) = =2k ) xixjyiy; — (1— k) <i1 xzz) (il%z) ,

ijeE
and let

n

TZZ n
fy) =boluy) + 5 [ Lt it L s+ Y iy

i=1 i=1 ij=1,..n ij=1,..n
i<j i<j

Then f is convex if and only if w(G) < k.

We refine this result to show that the polynomial from Theorem 5.3 is convex on
nonnegative orthant if and only if w(G) < k, and thus that it is coNP-hard to decide if a
polynomial is convex on the nonnegative orthant. By Lemma 5.2, it is then also hard to
decide if a homogeneous quartic polynomial is log concave.

An easy corollary also shows that deciding if a polynomial is log concave is coNP-
hard in all higher degrees, as well.

Corollary 5.4. For fixed degree d > 4, it is coNP-hard to decide if a homogeneous polynomial of
degree d with nonnegative coefficients is log concave.

Remark 5.5. We can decide log-concavity in polynomial time for all degrees three and below, so
this result is minimal. Indeed, all linear polynomials are log concave, and in degrees two and
three, a homogeneous polynomial is log concave if and only if it is Lorentzian.
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6 Conclusion and Future Work

This work discusses stable, Lorentzian, and log-concave polynomials. In particular, we
show that it is coNP-hard to test if polynomials are stable or log concave. While stable
and log-concave polynomials are useful tools, this implies that (assuming P # NP), it
is intractible to test if a given polynomial is stable or log concave, unless additional
structure is present.

Unfortunately, while all stable polynomials are Lorentzian and all Lorentzian polyno-
mials are log concave, testing Lorentzianity doesn’t give any meaningful approximation
for the max clique problem. Indeed, if we want to check if w(G) < k for any k > 2, then
the polynomial from Section 3 is always Lorentzian. On the other hand, the polynomial
from Section 5 is never Lorentzian. Thus, the most that testing Lorentzianity can tell us
is that the clique number of any graph is at least one.

Throughout this paper, we used reductions from the max clique problem to show
that testing our desired properties is coNP-hard. However, our reductions did not use
the full strength of max clique: the max clique problem is not only NP-hard, but also
NP-hard to approximate. This hardness of approximation should allow us to strengthen
our results, but the exact form of this conjectured stronger result remains open.

Moreover, while we have given lower bounds on the complexity of deciding stability
and log concavity, we do not have upper bounds on their complexity. While there are
obvious certificates that a given polynomial is not real stable or not log concave, we
cannot guarantee that these certificates are polynomial size, so we cannot conclude that
these problems are in coNP. Instead, we would need to broaden our scope to other
complexity classes, such as the universal theory of the reals.
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