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Abstract

We advance a three-dimensional phenomenological model for the magneto-mechanical behavior of magnetic shape memory alloys. Moving from micromagnetic considerations, we propose a thermodynamically consistent constitutive relation which is able to reproduce the magnetically-induced martensitic transformation in single crystals. Existence results for the constitutive relation problem as well as for the corresponding quasi-static evolution system are illustrated and convergence of time- and space-time-discretizations are recorded. Eventually, we present algorithmic considerations and we numerically test the model in order to assess its ability in reproducing the typical response of magnetic shape-memory alloys.
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1. Introduction

Shape-memory alloys (SMAs) are active materials: reversible strains as large as 10-12% can be induced by either thermal or mechanical stimuli [1]. This unique behavior is at the basis of a variety of innovative applications ranging from sensors and actuators, to Aerospace, Biomedical, and Seismic Engineering [2], just to mention a few hot application fields. Correspondingly, the interest for the efficient modeling, analysis, and control of SMAs behavior has triggered an intense research activity [3]. Without any claim of completeness, we shall refer to [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14] for a collection of SMA modeling results.

Some SMAs (Ni\(_2\)MnGa, NiMnInCo, NiFeGaCo, FePt, FePd, among others) are called magnetic shape-memory alloys (MSMAs) as they feature a specific ferromagnetic behavior entailing a so-called giant magnetostrictive response. For instance, the 10% magnetostrictive strain of a
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Ni$_2$MnGa single crystal (at a 1-3 MPa activation stress under the effect of a 1 T magnetic field) compares very favorably with the maximal 0.2% strain (at 60 MPa stress and 0.2 T field) in polycrystalline $\text{TerFeNOL-D}$, one of the highest performing magnetostrictive materials available to date.

The magnetic-induced strains in MSMAs are the macroscopic effect of the orientation of the ferromagnetic martensitic variants of the material. In particular, the martensitic phase in MSMAs presents the classical ferromagnetic texture of magnetic domains. This mesostructure changes under the influence of an external magnetic field by magnetic-domain wall motion, magnetization-vector rotation, and magnetic-field-driven martensitic-variant transformation. The first two effects above are present in all ferromagnetic materials. On the contrary, magnetic-field-driven variant transformation is a distinguishing trait of MSMAs. The interest in the possible applications of the unique material behavior of MSMAs is evident and may give some unprecedented possibility of activating devices (sensors, actuators, etc.) at a distance by specifically tuning an external magnetic field. Correspondingly, a vast Engineering literature is nowadays available on MSMAs. The reader shall be referred, with no claim of completeness, to [15, 16, 17, 18, 19, 20], see also the review in [21].

We introduce here a novel modeling of the magneto-mechanical response of MSMAs, already announced in [22, 23, 24]. Moving within the geometrically linear setting, we advance a three-dimensional, phenomenological, internal-variable-type description of MSMAs behavior which is able of replicate superelasticity, shape-memory, and magnetic shape-memory response as an effect of changes in magnetic field, stress, and absolute temperature. On the thermo-mechanical side, our model reproduces in the single-crystal setting the well-known Souza-Auricchio model for SMAs [25, 26, 27, 28], which has been proved to be very effective as well as extremely robust with respect to approximations. The Souza-Auricchio model has been analyzed from the viewpoint of existence and approximation of solutions in [29]. Moreover, it has been extended and analyzed in the connection with non-symmetric material behavior [30], residual plasticity [31, 32, 33], finite strains [34, 35, 36, 37, 38, 39], thermal evolution [40, 41] (given temperature) [42, 43, 44, 45] (unknown temperature), space discretizations [46, 47], and optimal control [48, 49].

Despite the effective tridimensionality of the model, we focus here on the assumption that martensites have a single easy axis of magnetization (i.e., we focus on the case of uniaxial magnetic materials). This is indeed the case for all known MSMAs which present either a cubic-to-tetragonal ($v = 3$ variants) or a cubic-to-orthorombic ($v = 6$ variants) systems (or, often a combination of both). Magnetic uniaxiality is deeply exploited in the modeling by choosing as internal variable the microscopic martensitic phase-fraction distribution $p \in \mathbb{R}^v$ taking values in the simplex $S := \{p_i \geq 0, p_1 + \ldots + p_v \leq 1\}$. In particular, $p = 0$ stands for a purely austenitic phase whereas $p/(p_1 + \ldots + p_v)$ represents the local distribution of martensite variants. Within this frame, we shall associate to each proportion $p$ a specific easy axis $Ap$ of magnetization, where $A$ is a 3-tensor. Additionally, the orientation of the variants with respect to the easy axis will be determined by the scalar (signed) magnetic-domain proportion $\alpha \in [-1,1]$.

The leading ansatz of our modeling is that the material presents a very strong magnetic anisotropy so that the actual magnetization of martensites is rigidly attached to the corresponding easy axes and no magnetization rotation actually takes place. In particular, given the phase distribution $p \in S$, we require the magnetization $M$ of the material to be given by

$$M = m_{\text{sat}} \alpha A p \quad (1.1)$$
where $m_{\text{sat}} > 0$ is the saturation magnetization. This assumption is in large agreement with observations on Ni$_2$MnGa [19, 20] in correspondence to the reference experimental (and applicative) situation. Still, the reader is referred to [50] for the mathematical analysis of a more general version of this model including magnetization rotations.

Before going on, let us briefly review some literature on MSMA modeling. Early modeling contributions have been mainly focusing on the energy minimization mechanism. Among these, we shall minimally refer to [15, 51, 52, 20, 53]. As for thermodynamically consistent models, one has to mention the contributions by [19, 54, 55]. A completely different perspective exploiting Preisach-type hysteretic relations is presented by [56]. An internal-variable model for MSMAs has been introduced by [57, 58] for two martensitic variants in two space dimensions. This model has then been extended to three variants by [59] where also the magnetic behavior of austenite is considered. Another internal-variable-type model has been proposed by [60, 61] again originally in the two-dimensional and two-variants setting (see also [62, 63]). This very model has been extended in order to encompass some more realistic magnetic response by [64]. A three-dimensional constitutive model with internal variables is proposed in [65], differing from ours mainly in the description of the magnetic state of the crystal. In particular, the magnetizations of single martensitic variants are there assumed to be collinear with the internal magnetic field whereas here magnetization is determined by $p$ and no magnetization rotation is allowed. Finally, some micro-macro modeling perspective within the realm of irreversible thermodynamical processes is developed by [66, 67].

Apart from specific modeling choices, the striking distinctive trait of the present model with respect to the above mentioned propositions relies on its sound variational structure which in turn entails robustness with respect to approximations and discretizations. In particular, our model is presently the only one allowing a full mathematical treatment of the evolutive regime in terms of stability and convergence of time-incremental schemes, existence of solutions, and optimal controllability [24, 50]. Moreover, we have been able to establish rigorous $\Gamma$-convergence analyses [68] which in turn cross-validate the present model with respect to the original non-magnetic Souza-Auricchio model and to classical magnetoelasticity [24, 50]. An additional unique quality of our model is its remarkable simplicity: the knowledge of just 6 material parameters (concretely identifiable from experiments) is sufficient for the description of the full three-dimensional magnetomechanical behavior (see Subsection 2.4).

The paper is organized as follows. We devote Section 2 to the presentation of the model as well as to some discussion on its major features. The existence of energetic solutions [69], both at the constitutive equation and at the coupled quasi-static evolution level, are then recalled in Section 3. Algorithmic considerations as well as numerical simulations are reported in Section 4, while conclusions are drawn in Section 5. With respect to our previous contributions on this subject, the present paper brings a number of significant novelties. At the modeling level, we concentrate here on single MSMA crystals instead of polycrystals as the latter present reduced magnetostrictive effects and are hence less interesting for applications. A second novelty resides in the time-discretization scheme, here chosen to be semi-implicit, in consideration of the specific convex-concave structure of the reduced Gibbs energy, see Subsection 22.7. Finally, we present a novel convergence analysis of a full space-time-discrete scheme by a conformal finite element method.
2. The model

2.1. Tensor notation

In the following bold Latin letters stand for vectors in \( \mathbb{R}^3 \) and bold Greek symbols are for 2-tensors in \( \mathbb{R}^3 \). Given the 2-tensors \( \alpha, \beta \in \mathbb{R}^{3 \times 3} \) and a 3-tensor \( A \in \mathbb{R}^{3 \times 3 \times 3} \), we classically define \( \alpha;\beta \in \mathbb{R} \), \( A;\beta \in \mathbb{R}^3 \), and \( \beta;A \in \mathbb{R}^3 \) as (summation convention) \( \alpha;\beta := \alpha_{ij}\beta_{ij} \), \( (A;\beta)_i := A_{ijk}\beta_{jk} \), \( (\beta;A)_k := \beta_{ij}A_{ijk} \), respectively. The space of symmetric 2-tensors is denoted by \( \mathbb{R}_{sym}^3 \) and endowed with the natural scalar product \( \alpha;\beta := \text{tr}(\alpha\beta) \) where \( \text{tr}(\alpha) := \alpha_{ii} \) and corresponding norm \( |\alpha|^2 := \alpha;\alpha \). Moreover, \( \mathbb{R}_{sym}^3 \) is orthogonally decomposed into \( \mathbb{R}_{sym}^3 = \mathbb{R}_{dev}^3 \oplus \mathbb{R}^{1_2} \), where \( \mathbb{R}^{1_2} \) is the subspace spanned by the identity 2-tensor \( 1_2 \) and \( \mathbb{R}_{dev}^3 \) is the subspace of deviatoric symmetric tensors. In particular, for all \( \alpha \in \mathbb{R}_{sym}^3 \), we have that \( \alpha = \text{dev}_\alpha + (\text{tr}_\alpha)1_2/3 \).

2.2. Mechanics

We recall here the modeling of thermo-mechanical (non-magnetic) SMA behavior from [25, 26, 27, 28] by adapting it to the specific situation of a single crystal. We describe the microscopic martensitic phase-fraction distribution of a MSMA single crystal by the vector \( p \in \mathbb{R}^v \) taking values in the simplex \( S := \{ p_1 \geq 0, p_1 + \ldots + p_v \leq 1 \} \). Recall that \( p = 0 \) corresponds to austenite whereas \( p \in \{ p_1 + \ldots + p_v = 1 \} \) means pure martensite. We have specifically in mind the cases \( v = 3 \) and \( v = 6 \) which correspond to cubic-to-tetragonal (3 variants) cubic-to-orthorombic (6 variants) austenite-martensite systems. We shall use the symbols \( p^i \in \mathbb{R}^v \) to denote the canonical basis vectors in \( \mathbb{R}^v \) or, equivalently, pure single martensitic phases.

Moving within the small-strain regime, we additively decompose the linearized deformation \( \epsilon(u) \) given by \( (\epsilon(u))_{ij} := (u_{i,j} + u_{j,i})/2 \in \mathbb{R}_{sym}^3 \) (here \( u \) denotes the displacement from the reference configuration) into the elastic part \( \epsilon^{el} \in \mathbb{R}_{sym}^3 \) and the inelastic (or transformation) part \( \epsilon_0(p) \in \mathbb{R}_{dev}^3 \) as
\[
\epsilon = \epsilon^{el} + \epsilon_0(p). \tag{2.1}
\]
In the latter, the linear map \( p \mapsto \epsilon_0(p) \in \mathbb{R}_{dev}^3 \) represents the deviatoric stress-free configuration corresponding to the phase distribution \( p = (p_1, \ldots, p_v) \). In particular,
\[
\epsilon_0(p) := \epsilon^i_0 p_i \tag{2.2}
\]
(summation convention) where \( \epsilon^i_0 := \epsilon_0(p^i) \) is the stress-free reference configuration related to the \( i \)-th martensitic phase. In the cubic-to-tetragonal case \( (v = 3) \) we let
\[
\epsilon^i_0 := \frac{\epsilon_L}{\sqrt{6}} \left( 1_2 - 3(e^i \otimes e^i) \right) \tag{2.3}
\]
where \( e^i \) is the unit vector of the \( i \)-th axis in \( \mathbb{R}^3 \) and \( \epsilon_L > 0 \) represents the maximal strain modulus obtainable via martensitic-variant transformation. Namely, we have
\[
\epsilon^1_0 = \frac{\epsilon_L}{\sqrt{6}} \begin{pmatrix} -2 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \epsilon^2_0 = \frac{\epsilon_L}{\sqrt{6}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & -2 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \epsilon^3_0 = \frac{\epsilon_L}{\sqrt{6}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -2 \end{pmatrix} \tag{2.4}
\]
As for the cubic-to-orthorombic case \((v = 6)\), the stress-free strains are given by the six tensors
\[
\varepsilon_0^i := \frac{\varepsilon_L}{c_\gamma} \left( (1 + \gamma)(1 - 3(e^i \otimes e^i)) \pm (1 - \gamma)(e^j \otimes e^k + e^k \otimes e^j) \right)
\]
for \(i, j, k \in \{1, 2, 3\}\) distinct, \(\gamma > 0\) being a specific alloy-dependent crystallographic parameter. In particular, we have
\[
\varepsilon_0^1 = \frac{\varepsilon_L}{c_\gamma} \begin{pmatrix} -2 - 2\gamma & 0 & 0 \\ 0 & 1 + \gamma & 1 - \gamma \\ 0 & 1 - \gamma & 1 + \gamma \end{pmatrix}, \quad \varepsilon_0^2 = \frac{\varepsilon_L}{c_\gamma} \begin{pmatrix} -2 - 2\gamma & 0 & 0 \\ 0 & 1 + \gamma & \gamma - 1 \\ 0 & \gamma - 1 & 1 + \gamma \end{pmatrix}
\]
\[
\varepsilon_0^3 = \frac{\varepsilon_L}{c_\gamma} \begin{pmatrix} 1 + \gamma & 0 & 1 - \gamma \\ 0 & -2 - 2\gamma & 0 \\ 1 - \gamma & 0 & 1 + \gamma \end{pmatrix}, \quad \varepsilon_0^4 = \frac{\varepsilon_L}{c_\gamma} \begin{pmatrix} 1 + \gamma & 0 & \gamma - 1 \\ 0 & -2 - 2\gamma & 0 \\ \gamma - 1 & 0 & 1 + \gamma \end{pmatrix},
\]
\[
\varepsilon_0^5 = \frac{\varepsilon_L}{c_\gamma} \begin{pmatrix} 1 + \gamma & 1 - \gamma & 0 \\ 1 - \gamma & 1 + \gamma & 0 \\ 0 & 0 & -2 - 2\gamma \end{pmatrix}, \quad \varepsilon_0^6 = \frac{\varepsilon_L}{c_\gamma} \begin{pmatrix} 1 + \gamma & \gamma - 1 & 0 \\ \gamma - 1 & 1 + \gamma & 0 \\ 0 & 0 & -2 - 2\gamma \end{pmatrix},
\]
where \(c_\gamma = \sqrt{8(1 + \gamma + \gamma^2)}\) is a normalization constant entailing \(|\varepsilon_0^i| = \varepsilon_L|\).

2.3. Magnetics

We assume each martensitic variant to show a single easy axis of magnetization. In particular, we assume that the linear relation \(p \mapsto \mathbf{A}p\) for some given \(\mathbf{A} \in \mathbb{R}^{3 \times v}\) gives the (directed) easy axis of the phase distribution \(p\). Our choice for \(\mathbf{A}\) is
\[
\mathbf{A} := \mathbf{1}_2 \quad \text{for } v = 3, \quad \mathbf{A} := \begin{pmatrix} 1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 1 & 1 \end{pmatrix}^T \quad \text{for } v = 6.
\]

Additionally, the orientation of the variants with respect to the easy axis will be determined by the scalar \(\alpha \in [-1, 1]\) which is then to be interpreted as the magnetic-domain (signed) proportion.

Our theory will rely on the strong magnetic-anisotropy ansatz (1.1). In particular, note that position (1.1) entails that the austenitic phase is non-magnetic. This is indeed a simplification as austenite in MSMAs shows generically a cubic-anisotropic magnetic behavior. On the other hand, this simplification is motivated by the fact that the austenitic magnetic character is generally not exploited in applications. Coherently, our numerical tests are performed at some suitably low temperature, so that the possible magnetic behavior of austenite does not play any role.

One has to mention that all MSMA models proposed so far deal specifically with MSMAs single crystals. We shall indeed remark that MSMAs polycrystals, despite their relatively easier production process, have attracted much less attention and, in particular, are presently not yet exploited in real devices. This is motivated by the observed significant drop in the observed
magnetostrictive strain in polycrystals vs. single crystals [70]. This drop is probably the outcome of the relatively poor martensitic-variant structure of all MSMAs to date (tetragonal, orthorombic) and is triggered by the strong kinematic and magnetic compatibility constraints at grain boundaries. Moreover, one shall observe that the MSMA polycrystals available to date are extremely brittle [71].

2.4. Gibbs energy

The constitutive relations for the model are derived from the specification of the Gibbs free energy density of the material (which we assume to be of a constant and normalized density) as a function of the stress $\sigma$, the internal magnetic field $H$, the absolute temperature $T$, and the internal variables $p$ and $\alpha$ as

$$
G(\sigma, H, T, p, \alpha) := -\frac{1}{2} \sigma : C^{-1} : \sigma - \sigma : \varepsilon_0(p) + \beta(T)|\varepsilon_0(p)| + \frac{h}{2} |\varepsilon_0(p)|^2 + I_S(p) \\
+ \frac{1}{2h} \alpha^2 + I_{[-1,1]}(\alpha) - \mu_0 H \cdot m_{\text{sat}} \alpha A p.
$$

The first line in (2.5) is exactly the Gibbs energy of the Souza-Auricchio model for non-magnetic SMAs [25, 28]. In particular $C$ is the isotropic elasticity 4-tensor, fulfilling indeed classical symmetries $C_{ijkl} = C_{jikl} = C_{iklj}$, $T \mapsto \beta(T) \geq 0$ is a given function of the temperature which represents the temperature-dependence of the activation stress for the martensite-austenite phase transformation, $h > 0$ is the kinematic hardening modulus (here assumed to be isotropic), and $I_S$ is the indicator function of the simplex $S$ (namely $I_S(p) = 0$ if $p \in S$ and $I_S(p) = \infty$ otherwise).

As temperature effects are not of interest here, we fix right from the beginning some suitable temperature $T^*$ (under the Curie temperature) such that field-induced transformation of martensitic variants may take place. Correspondingly, $\beta^*$ stands for the constant nonnegative value $\beta(T^*)$.

In the following, we shall use the short-hand notation

$$
F_{SA}(p) := \beta^* |\varepsilon_0(p)| + \frac{h}{2} |\varepsilon_0(p)|^2 + I_S(p),
$$

in order to indicate the specific choice of the original Souza-Auricchio model for the mechanical hardening part of the Gibbs energy.

The second line in the expression of the Gibbs energy (2.5) describes the magnetic behavior of the material. The term $-\mu_0 H \cdot m_{\text{sat}} \alpha A p$ is nothing but the classical Zeeman energy term $-\mu_0 H \cdot M$. Note that $H$ stands here for the internal magnetic field. Namely, $H$ is the magnetic field which is actually experienced by the material when subjected to some (externally) applied field. In particular, $H$ corresponds to the sum of the applied external field and the corresponding induced demagnetization field. We will proceed by assuming that the field $H$ is known for all times. This is indeed a simplification as the induced demagnetization field, thus $H$, depends on the deformation state of the specimen via Maxwell’s system. By neglecting this coupling we are indeed concentrating on situations where the demagnetization field is of lower order with respect to the external field. This is particularly the case for thin Ni$_2$MnGa body with respect to the correspondingly high activation fields.
The indicator function $I_{[-1,1]}$ constraints the signed domain proportion $\alpha$ to take values in $[-1,1]$ and $1/\delta$ is a user-defined (dimensionalized in MPa) hardening-like parameter modulating the tendency of magnetic domains to equilibrated configurations $\alpha = 0$.

2.5. Constitutive equations

Given the Gibbs energy (2.5), we classically derive the constitutive equations by letting

\[
\varepsilon = -\frac{\partial G}{\partial \sigma} = C^{-1} \sigma + \varepsilon_0(p),
\]

\[
M = -\frac{1}{\mu_0} \frac{\partial G}{\partial H} = m_{\text{sat}} \alpha p,
\]

\[
\xi \in -\frac{\partial G}{\partial \sigma} = \sigma : \partial_p \varepsilon_0(p) - h\varepsilon_0(p) : \partial_p \varepsilon_0(p) - \partial_p I_{[-1,1]}(\alpha) + \mu_0 m_{\text{sat}} \alpha H A,
\]

\[
g \in -\frac{\partial G}{\partial \alpha} = -\frac{1}{\delta} \alpha - \partial I_{[-1,1]}(\alpha) + \mu_0 m_{\text{sat}} H A.
\]

Here, $\xi \in \mathbb{R}^v$ and $g \in \mathbb{R}$ are the thermodynamic forces associated with the internal variables $p$ and $\alpha$, respectively. The symbol $\partial$ denotes the subdifferential in the sense of Convex Analysis [72]. In particular, we have that $(\partial_p \varepsilon_0(p))_{ij} = (\varepsilon_0^k)_{ij}$ and we define, for brevity $E := \partial_p \varepsilon_0(p)$. Moreover,

\[
\beta \in \partial_p |\varepsilon_0(p)| \iff \beta : (q-p) \leq |\varepsilon_0(q)| - |\varepsilon_0(p)| \quad \forall q \in \mathbb{R}^v
\]

which entails that

\[
(\partial_p |\varepsilon_0(p)|)_k = \frac{\varepsilon_0(p)_k : \varepsilon_0^k}{|\varepsilon_0(p)|} = \frac{\varepsilon_0(p)_k : E}{|\varepsilon_0(p)|} \quad \text{for all } \varepsilon_0(p) \neq 0.
\]

2.6. Flow rule

We shall assume that the phase transformation dissipates energy (exactly as in the original non-magnetic Souza-Auricchio model) whereas the evolution of the magnetic-domain proportion $\alpha$ is non-dissipative. This is of course disputable as the dissipation in $\alpha$ is, indeed, the basic dissipative mechanism in ferromagnetic materials. Still, MSMA experiments show that, at small strains, the dissipation in $\alpha$ is negligible with respect to that in $p$ [73, 60]. Plus, we shall comment that including the dissipative character of $\alpha$ in the model would be straightforward (and, to some extent, even better from the mathematical view point).

The evolution of the material is prescribed via a normality assumption. In particular, we prescribe the yield function $F : \mathbb{R}^v \to \mathbb{R}$

\[
F(\xi) := |\xi| - R
\]

where $R > 0$ is the activation radius, and require $\dot{p}$ to satisfy the classical complementary conditions

\[
\dot{p} = \dot{\zeta} F(\xi), \quad \dot{\zeta} \geq 0, \quad F \leq 0, \quad \zeta F = 0.
\]

The latter can be reformulated in a more compact form by means of the dissipation function $D(\dot{p}) := R|\dot{p}|$ as the inclusion

\[
\xi \in \partial D(\dot{p}).
\]
2.7. Reduced formulation

As the magnetic-domain proportion \( \alpha \) is non-dissipative, we have that the thermodynamic force \( g \) vanishes. Hence, by solving relation (2.9) for \( g = 0 \) one can obtain \( \alpha \) as a function of \( H \) and \( p \). In particular, we have that

\[
\alpha = \Pi_{[-1,1]}(\delta \mu_0 m_{sat} H \cdot A p) := \max \{-1, \min \{1, \delta \mu_0 m_{sat} H \cdot A p\}\} \tag{2.11}
\]

where \( \Pi_{[-1,1]} \) denotes the projection onto \([-1,1]\). In other words, one can minimize out \( \alpha \) from the Gibbs energy (2.5) in order to obtain a reduced formulation. The minimum is attained exactly at \( \alpha = \Pi_{[-1,1]}(\delta \mu_0 m_{sat} H \cdot A p) \) so that

\[
G_{\text{red}}(\sigma, H, T, p) := \min_{\alpha} G(\sigma, H, T, p, \alpha)
= -\frac{1}{2} \sigma: C^{-1}: \sigma - \sigma: \varepsilon_0(p) + F_{\text{SA}}(p)
+ \frac{1}{2\delta}(\Pi_{[-1,1]}(\delta \mu_0 m_{sat} H \cdot A p))^2 - \mu_0 m_{sat} \Pi_{[-1,1]}(\delta \mu_0 m_{sat} H \cdot A p) H A p
= -\frac{1}{2} \sigma: C^{-1}: \sigma - \sigma: \varepsilon_0(p) + F_{\text{SA}}(p) - F_{\text{mag}}(H \cdot A p).
\]

In the latter we have introduced the convex function \( F_{\text{mag}} \in C^{1,1}(\mathbb{R}) \) given by

\[
F_{\text{mag}}(r) := \frac{1}{2\delta} \min \left\{ (\delta \mu_0 m_{sat} r)^2, 2|\delta \mu_0 m_{sat} r| - 1 \right\} \quad \text{for all } r \in \mathbb{R}.
\]

In particular, we have that \( F'_{\text{mag}}(r) = \mu_0 m_{sat} \Pi_{[-1,1]}(\delta \mu_0 m_{sat} r) \) so that

\[
D_{\mu} F_{\text{mag}}(H \cdot A p) = \mu_0 m_{sat} \Pi_{[-1,1]}(\delta \mu_0 H \cdot A p) H A \]
and we can rewrite the last term in the right-hand side of relation (2.8) as \( D_{\mu} F_{\text{mag}}(H \cdot A p) \).

2.8. Constitutive relation

Given the above arguments, the final form of the constitutive equation problem reads

\[
\partial D(\dot{p}) + \partial F_{\text{SA}}(p) - D_{\mu} F_{\text{mag}}(H \cdot A p) \ni \sigma : E \tag{2.12}
\]

where we recall that \( E = \partial_{\mu} \varepsilon_0(p) \) is independent of \( p \). Moreover, note that we have \( \sigma : E = \text{dev} \sigma : E \). In particular, the evolution of \( p \) is driven by the deviator \( \text{dev} \sigma : E \) only.

2.9. Mechanical and magnetic saturation

Given position (2.2), one readily checks the mechanical saturation constraint

\[
|\varepsilon_0(p)| = \left| \sum_{i=1}^{v} p_i \varepsilon_0^i \right| \leq \sum_{i=1}^{v} p_i |\varepsilon_0^i| = \varepsilon_L(p_1 + \cdots + p_v) \leq \varepsilon_L
\]
is fulfilled by all phases \( p \in S \). In particular, mechanical saturation \( |\varepsilon_0(p)| = \varepsilon_L \) occurs if and only if \( p \) corresponds to a pure single martensitic phase, i.e., \( p = p^i \) for some \( i = 1, \ldots, v \).

As for the magnetic saturation, from (1.1) we have that

\[
|M| = |m_{sat} \alpha A p| \leq m_{sat} |\alpha| |A p| \leq m_{sat}.
\]

Note that \( |A p| \leq 1 \) for \( p \in S \) for both \( v = 3 \) and \( v = 6 \). Again, magnetic saturation occurs just in connection with pure, single, and completely oriented \((\alpha \equiv 1 \text{ or } \alpha \equiv -1)\) phases.
2.10. Kinematic and magnetic compatibility

In both cases \( v = 3 \) and \( v = 6 \) martensitic variants are pairwise kinematically [74] and magnetically compatible [15]. In particular, given any pair of pure phases \( p^i, p^j \) there exist \( a^{ij}, n^{ij} \in \mathbb{R}^3 \) such that

\[
\varepsilon_0(p^i) - \varepsilon_0(p^j) = \frac{1}{2} \left( a^{ij} \otimes n^{ij} + n^{ij} \otimes a^{ij} \right),
\]

(2.13)

\[
A p^i - A p^j = n^{ij}.
\]

(2.14)

Condition (2.13) ensures that there exists a nontrivial continuous deformation such that \( \varepsilon(u) \) takes value in \( \{ \varepsilon^i_0, \varepsilon^j_0 \} \) across the discontinuity surface for the strain. In particular, \( a^{ij}, n^{ij} \) are the two possible normals to such surface. On the other hand, condition (2.14) asserts that the interfaces with normal \( n^{ij} \) serve as pole-free surfaces of discontinuity of the magnetization. The check of (2.13)-(2.14) is immediate in the cubic-to-tetragonal case \( v = 3 \) [74] and requires some tedious algebraic elaboration in the cubic-to-orthorombic case \( v = 6 \).

From the purely mechanical viewpoint one has however to observe that the proposed model does not include the description of compatibility constraints between martensitic variants and austenite. In other words, the assumption \( p \in S \) is indeed a simplification as some phase proportions in the region \( \{ p_1 + \ldots + p_v < 1 \} \) may be not accessible to real materials due to (the lack of) kinematic compatibility. We shall however stick to the latter simplification as it does not jeopardize the outcome of the model and allows for a rather complete mathematical treatment.

2.11. Blocking stress and Nucleation vs Magnetization rotation

The ferromagnetic behavior of the material is highly stress-dependent [17, 54]. When applying a compressive stress in direction \( (1, 0, 0) \), above some fixed (and rather small) blocking stress level no variant transformation can be induced by magnetic fields of the form \( H = (0, H_2, H_3) \).

This effect is predicted by our model, although to some schematic extent. Indeed, as soon as the compressive stress is such that martensite is fully oriented into variant \( p^1 \) for \( v = 3 \) (or \( p^1 \) and \( p^2 \) for \( v = 6 \)), the corresponding magnetic-domain proportion is

\[
\alpha = \Pi_{[-1,1]} (\delta \mu_0 m_{sat} H \cdot e^1) = \Pi_{[-1,1]} (\delta \mu_0 m_{sat} H_1) = 0.
\]

Hence, the magneto-mechanical coupling term vanishes and no magnetically-induced variant transformation occurs. On the other hand, independently of the stress level, in case \( p \neq p^1 \) (or \( p \neq p^1, p^2 \) for \( v = 6 \)) the model predicts variant transformation by \( H = (0, H_2, H_3) \). Finally, even in the saturated case \( p = p^1 \) (\( p \neq p^1, p^2 \) for \( v = 6 \)), one can induce variant transformation by letting \( H_1 \neq 0 \). This behavior agrees with observations and with the strong anisotropy assumption from (1.1). Indeed, experimental evidences suggest that the applied field moves primarily variant interfaces that are already present. Starting from a pure-variant martensitic state, nucleation of another variant occurs at some relatively high energy expense and magnetization rotation is preferred [53]. Our model reflects this phenomenon by preventing transformation of pure phases under specific magnetic fields.
3. Existence and approximation of solutions

As mentioned above, a remarkable trait of the present model is its variational structure which make it amenable to an efficient mathematical treatment. In particular, global existence results for solutions to the constitutive relation and to the quasi-static evolution problem has well as the convergence of implicit time-discretizations have been obtained in [24]. We shall recall these results here and complement them in the direction of fully discrete schemes.

3.1. Constitutive relation problem

Given the stress $t \in [0,T] \mapsto \sigma(t) \in \mathbb{R}^{3 \times 3}_{\text{sym}}$, the internal magnetic field $t \mapsto H(t) \in \mathbb{R}^3$, and the initial state $p^0 \in \mathbb{R}^v$ we are interested in finding a variational solution of the constitutive relation (2.12). In particular, we shall exploit the notion of energetic solution (of the constitutive relation) introduced by in [75]. By defining the total energy

$$ E(t, p) := F_{\text{SA}}(p) - F_{\text{mag}}(H(t) \cdot Ap) - \sigma(t) : E, $$

we search for a trajectory $t \in [0,T] \mapsto p(t) \in \mathbb{R}^v$ with $p(0) = p^0$ fulfilling $F'_{\text{mag}}(H \cdot Ap) \dot{H} \cdot Ap \in L^1(0,T)$, and, for all $t \in [0,T]$,

**Stability:**

$$ E(t, p(t)) < \infty \quad \text{and} \quad E(t, p(t)) \leq E(t, \hat{p}) + D(\hat{p} - p(t)) \quad \forall \hat{p} \in S; \quad (3.1) $$

**Energy balance:**

$$ E(t, p(t)) + \text{Diss}(p, [0,t]) \leq E(0, p^0) - \int_0^t \dot{\sigma} : E - \int_0^t F'_{\text{mag}}(H \cdot Ap) \dot{H} \cdot Ap. \quad (3.2) $$

Relation (3.1) encodes the so-called global stability: by comparing the energy of the actual state $p(t)$ with that of a competitor state $\hat{p}$, the energy difference is $E(t, \hat{p}) - E(t, p(t))$ is smaller or equal to the dissipation distance is $D(\hat{p} - p(t))$. We say that a state $p(t)$ is stable at time $t$ if it fulfills (3.1).

On the other hand, relation (3.2) represents energy conservation. In particular, the term

$$ \text{Diss}(p, [0,t]) := \sup \left\{ \sum_{i=1}^n D(p(t_i) - p(t_{i-1})) : 0=t_0<\ldots<t_n=t \right\}, \quad (3.3) $$

(the sup being taken among all partitions of $[0,t]$) represents the dissipated energy along the interval $[0,t]$. Finally, the integral terms in the right-hand side of (3.2) stand for the work done by the external actions. We have the following existence result.

**Theorem 3.1** (Existence for the constitutive relation (Thm. 3.1 [24])). Let $\sigma \in W^{1,1}(0,T; \mathbb{R}^{3 \times 3}_{\text{sym}})$, $H \in W^{1,1}(0,T; \mathbb{R}^3)$, and $p^0 \in \mathbb{R}^v$ be stable at $t=0$. Then, there exists an energetic solution of the constitutive relation.
Let us mention that the proof of the above existence result is constructive for an energetic solution can be obtained by passing to the limit in a sequence of time-discrete problems. In particular, by letting \( \{0=t_m^0<t_m^1<\ldots<t_m^{N_m}=T\}, \ m \in \mathbb{N} \), be a sequence of partitions of \([0,T]\) with diameters \( \tau_m := \max_i(t_m^i-t_m^{i-1}) \rightarrow 0 \) for \( m \rightarrow \infty \), one fixes \( p_m^0 = p_0 \) and considers the incremental minimization problems

\[
E(t_m^k) \in \arg \min \left( E(t_m^k, p) + D(p-p_m^{k-1}) \right) \quad \text{for} \quad k = 1, \ldots, N_m. \tag{3.4}
\]

This sequence of minimization problems possesses a solution due to the fact that the functionals to be minimized are coercive and lower semicontinuous. In particular, as the nonconvex term \( F_{\text{mag}} \) is smooth, we can equivalently reformulate the minimization problem (3.4) as that of finding \( p_m^k \) solving the implicit Euler scheme

\[
\partial D(p_m^k-p_m^{k-1}) + \partial F_{\text{SA}}(p_m^k) - D_p F_{\text{mag}}(H(t_m^k) \cdot A p_m^k) \ni \sigma(t_m^k) : E \quad \text{for} \quad k = 1, \ldots, N_m. \tag{3.5}
\]

Given the discrete-solution vector \( \{p_m^k\}_{k=0}^{N_m} \), let us denote by \( p_m(t) \) the corresponding right-continuous piecewise constant interpolant on the time-partition. We have the following convergence result.

**Theorem 3.2** (Convergence of time-discretizations (Cor. 3.1 [24])). Up to not relabeled subsequences we have that, for all \( t \in [0,T] \),

\[
p_m(t) \rightarrow p(t), \quad E(t,p_m(t)) \rightarrow E(t,p(t)), \quad \text{Diss}(p_m,[0,t]) \rightarrow \text{Diss}(p,[0,t])
\]

where \( p \) is an energetic solution of the constitutive relation.

### 3.2. Semi-implicit scheme

The fully implicit scheme from (3.5) is particularly suited for proving existence of energetic solutions. On the other hand, it performs somehow poorly in connection with comparably large time steps (i.e., large changes in data), especially starting from some non-magnetized situation (\( \alpha = 0 \)). This is due to the local concavity of \( E(t, \cdot) \) around the zero-magnetization state (note however that \( E(t, \cdot) \) is convex and coercive far from it). In particular, due to non-convexity the discrete incremental problem may admit multiple solutions. A possible way to circumvent this difficulty is that of considering a semi-implicit scheme in which the magnetization part of the energy is evaluated explicitly, namely

\[
\partial D(p_m^k-p_m^{k-1}) + \partial F_{\text{SA}}(p_m^k) - D_p F_{\text{mag}}(H(t_m^k) \cdot A p_m^k) \ni \sigma(t_m^k) : E \quad \text{for} \quad k = 1, \ldots, N_m. \tag{3.6}
\]

This semi-implicit scheme admits unique solutions and is unconditionally stable. Indeed, by testing (3.6) by \( p_m^k-p_m^{k-1} \) and exploiting the convexity of both \( F_{\text{SA}} \) and \( -F_{\text{mag}} \) we get that

\[
R|p_m^k-p_m^{k-1}| + F_{\text{SA}}(p_m^k) - F_{\text{mag}}(H(t_m^k) \cdot A p_m^k) \\
\leq F_{\text{SA}}(p_m^{k-1}) - F_{\text{mag}}(H(t_m^k) \cdot A p_m^{k-1}) + \sigma(t_m^k) : E \cdot (p_m^k-p_m^{k-1}).
\]
Hence, by summing up for \( k = 1, \ldots, i \) (i \( \leq N_m \)) and summing by parts we deduce

\[
F_{SA}(p_m^k) - F_{mag}(H(t_m^i) \cdot A p_m^i) - \sigma(t_m^i) : E \cdot p_m^i + \sum_{k=1}^i R[p_m^k - p_m^{k-1}]
\leq F_{SA}(p) - F_{mag}(H(0) \cdot A p^0) - \sigma(0) : E \cdot p^0
- \sum_{k=1}^i (\sigma(t_m^k) - \sigma(t_m^{k-1})) : E \cdot p_m^{k-1} - \sum_{k=1}^i (F_{mag}(H(t_m^i) \cdot A p_m^{k-1}) - F_{mag}(H(t_m^{k-1}) \cdot A p_m^{k-1})).
\]

By exploiting \( F_{mag} \in C^{1,1} \), the absolute continuity of \( \sigma \) and \( H \), and the coercivity of the energy, the above right-hand side can be controlled uniformly with respect to the partition diameter \( \tau_m \). Eventually, this ensures that \( p_m \) is uniformly bounded in \( L^1 \).

3.3. Quasi-static evolution

We shall now turn our attention to the full quasi-static evolution problem, i.e., the coupling between the constitutive relation (2.12) with the quasi-static equilibrium problem via (2.6). To this aim, let \( \Omega \subset \mathbb{R}^3 \) indicate the non-empty, bounded, and open reference configuration of the body and assume its boundary \( \partial \Omega \) to be smooth. We impose homogeneous Dirichlet conditions \( u = 0 \) on \( \Gamma_{Dir} \subset \partial \Omega \) such that \( \Gamma_{Dir} \) has positive surface measure and prescribe some surface traction \( G \in \mathbb{R}^3 \) on the remainder part of the boundary \( \Gamma_{tr} = \partial \Omega \setminus \Gamma_{Dir} \). Finally, let \( F \in \mathbb{R}^3 \) be some given body force. The quasi-static equilibrium problem reads

\[
\nabla \cdot \sigma + F = 0 \quad \text{in} \quad \Omega \times (0,T),
\]

\[
\epsilon(u) = c^{-1} \sigma + \epsilon_0(p) \quad \text{in} \quad \Omega \times (0,T),
\]

\[
u \cdot \mathbf{u} = 0 \quad \text{in} \quad \Gamma_{Dir} \times (0,T), \quad \sigma \nu = G \quad \text{in} \quad \Gamma_{tr} \times (0,T)
\]

where \( \nu \) stands for the outer unit normal to \( \partial \Omega \). Let us define

\[
\mathcal{U} := \{ \mathbf{u} \in H^1(\Omega, \mathbb{R}^3) : \mathbf{u} = 0 \text{ on } \Gamma_{Dir} \}, \quad \mathcal{P} := H^1(\Omega, \mathbb{R}^3).
\]

and note that we have Korn's inequality \cite{76}

\[
\|\mathbf{u}\|_{\mathcal{U}} \leq c_{\text{Korn}} \|\epsilon(\mathbf{u})\|_{L^2(\Omega; \mathbb{R}^3 \times \mathbb{R}^3)}
\]

for some \( c_{\text{Korn}} > 0 \) depending only on \( \Omega \) and \( \Gamma_{Dir} \). By letting \( F : [0,T] \to L^2(\Omega; \mathbb{R}^3) \) and \( G : [0,T] \to L^2(\Gamma_{tr}; \mathbb{R}^3) \), we define the total load \( \ell : [0,T] \to \mathcal{U}' \) (dual of \( \mathcal{U} \)) by

\[
\langle \ell(t), \mathbf{u} \rangle := \int_{\Omega} F \cdot \mathbf{u} \ dx + \int_{\Gamma_{tr}} G \cdot \mathbf{u} \ d\Gamma \quad \forall \mathbf{u} \in \mathcal{U}, \ t \in [0,T]
\]

where \( \langle \cdot, \cdot \rangle \) is the duality pairing between \( \mathcal{U}' \) and \( \mathcal{U} \). Letting \( H : [0,T] \to L^1(\Omega; \mathbb{R}^3) \) be given, we define the total energy functional \( \mathcal{E} : [0,T] \times \mathcal{U} \times \mathcal{P} \to (-\infty, \infty) \) by

\[
\mathcal{E}(t, \mathbf{u}, p) := \frac{1}{2} \int_{\Omega} \langle \epsilon(\mathbf{u}) - \epsilon_0(p) : C_1(\epsilon(\mathbf{u}) - \epsilon_0(p)) \rangle \ dx + \int_{\Omega} F_{SA}(p) \ dx
- \int_{\Omega} F_{mag}(H(t) \cdot A p) \ dx + \frac{\kappa}{2} \int_{\Omega} |\nabla p|^2 - \langle \ell(t), \mathbf{u} \rangle.
\]
Differently from the constitutive relation case, note that the total energy here contains also an extra interfacial term \((\kappa/2)\|\nabla p\|^2\) where \(\kappa > 0\) is a scale parameter. In particular, the occurrence of such term penalizes phase interfaces and is aimed at reproducing the finitely twinned martensitic pattern which is classically observed. From the mathematical viewpoint, the interfacial energy term bears also a crucial compactifying effect.

The dissipation functional \(\mathcal{D} : L^1(\Omega; \mathbb{R}^3) \times L^1(\Omega; \mathbb{R}^3) \to [0, \infty)\) is defined by

\[
\mathcal{D}(p, q) := \int_\Omega D(p-q) \, dx = \int_\Omega R\|p-q\| \, dx. \tag{3.7}
\]

It is worth pointing out that the dissipation functional \(\mathcal{D}\) is continuous with respect to the strong topology of \(L^1(\Omega, \mathbb{R}^{3\times 3}) \times L^1(\Omega, \mathbb{R}^{3\times 3})\). Given a suitable initial datum \((u^0, p^0) \in \mathcal{U} \times \mathcal{P}\), we term an energetic solution of the quasi-static evolution problem a function \(t \in [0, T] \mapsto (u(t), p(t)) \in \mathcal{U} \times \mathcal{P}\) such that \((u(0), p(0)) = (u^0, p^0)\), the function \(F_{\text{mag}}(H \cdot Ap)\) is in \(L^1(\Omega \times (0, T))\), and, for every \(t \in [0, T]\),

**Stability:**

\[
\mathcal{E}(t, u(t), p(t)) < \infty \quad \text{and} \quad \mathcal{E}(t, u(t), p(t)) \leq \mathcal{E}(t, \hat{u}, \hat{p}) + \mathcal{D}(\hat{p} - p(t)) \quad \forall (\hat{u}, \hat{p}) \in \mathcal{U} \times \mathcal{P}; \tag{3.8}
\]

**Energy balance:**

\[
\mathcal{E}(t, u(t), p(t)) + \text{Diss}_\mathcal{D}(p, [0, t]) \leq \mathcal{E}(0, u^0, p^0) - \int_0^t \langle \dot{\ell}, u \rangle - \int_0^t \int_\Omega F_{\text{mag}}(H \cdot Ap) \, dx \tag{3.9}
\]

where \(\text{Diss}_\mathcal{D}(p, [0, t])\) is constructed exactly as in (3.3) but now starting from the functional \(\mathcal{D}\). The existence result reads as follows.

**Theorem 3.3** (Existence for quasistatic evolution (Thm. 3.2 [24])). Let \(F \in W^{1,1}(0, T; L^2(\Omega; \mathbb{R}^3))\), \(G \in W^{1,1}(0, T; L^2(\Gamma_{tr}; \mathbb{R}^3))\), \(H \in W^{1,1}(0, T; L^1(\Omega; \mathbb{R}^3))\), and \((u^0, p^0)\) be stable, namely fulfilling (3.8) at \(t = 0\). Then, there exists an energetic solution of the quasi-static evolution problem.

Exactly as in the constitutive relation case, this existence result is constructive: one passes to the limit in sequence of time-discretized problems

\[
(u^0_m, p^0_m) = (u^0, p^0) \tag{3.10}
\]

\[
(u^k_m, p^k_m) \in \arg \min \left(\mathcal{E}(t^k_m, u, p) + \mathcal{D}(p-p^{k-1}_m)\right) \tag{3.11}
\]

which are solvable as the involved functionals are coercive and lower semicontinuous. The latter minimization problem corresponds to a suitable variational version of the following implicit Euler discretization scheme, for \(k = 1, \ldots, N_m\),

\[
\nabla \cdot \sigma^k_m + F(t^k_m) = 0 \quad \text{in} \quad \Omega \times (0, T),
\]

\[
\varepsilon(u^k_m) = C^{-1}\sigma^k_m + \varepsilon_0(p^k_m) \quad \text{in} \quad \Omega \times (0, T),
\]

\[
u^k_m = 0 \quad \text{in} \quad \Gamma_{\text{Dir}} \times (0, T), \quad \sigma^k_m \nu = G(t^k_m) \quad \text{in} \quad \Gamma_{\text{tr}} \times (0, T), \quad \nabla p^k_m \nu = 0 \quad \text{in} \quad \Gamma \times (0, T),
\]

\[
\partial \mathcal{D}(p_m-p^{k-1}_m) + \partial F_{\text{SA}}(p^k_m) - D_P F_{\text{mag}}(H(t^k_m) \cdot Ap^k_m) - \kappa \Delta p^k_m \ni \sigma^k_m \cdot E \quad \text{in} \quad \Omega \times (0, T).
\]
By denoting again \((\mathbf{u}_m, \mathbf{p}_m)\) as the right-continuous piecewise constant interpolant the \(m\)-th partition of the vector of discrete solutions \(\{(\mathbf{u}_m^k, \mathbf{p}_m^k)\}_{k=0}^{N_m}\), we have the following convergences.

**Theorem 3.4** (Convergence of time-discretizations (Cor. 3.3 [24])). Up to not relabeled subsequences, for all \(t \in [0, T]\),

\[
\mathbf{p}_m(t) \to \mathbf{p}(t) \text{ strongly in } \mathcal{P}, \quad \mathbf{u}_m(t) \to \mathbf{u}(t) \text{ strongly in } \mathcal{U},
\]

\[
\mathcal{E}(t, \mathbf{u}_m(t), \mathbf{p}_m(t)) \to \mathcal{E}(t, \mathbf{u}(t), \mathbf{p}(t)), \quad \text{Diss}_\mathcal{D}(\mathbf{p}_m, [0, t]) \to \text{Diss}_\mathcal{D}(\mathbf{p}, [0, t])
\]

where \((\mathbf{u}, \mathbf{p})\) is an energetic solution of the quasi-static evolution problem.

We shall comment that the weak convergences of \(\mathbf{p}_m\) and \(\mathbf{u}_m\) follow directly from classical weak compactness methods whereas the claimed strong convergence is consequence of the convergence of the energy as this is uniformly convex up to a continuous perturbation.

Eventually, the quasi-static evolution problem can be controlled by means of the magnetic field \(t \mapsto \mathbf{H}(t)\). The reader is referred to [49] for some results on existence of optimal controls for a suitably general class of functionals.

### 3.4. Space approximation

The time-discretization described above can be combined with an approximation in space by conformal finite elements. In particular, we choose nested sequences of finite-dimensional subspaces \(\mathcal{U}_j \subset \mathcal{U}\) and \(\mathcal{P}_j \subset \mathcal{P}\) such that \(\mathcal{U}_j \subset \mathcal{U}_{j+1}\), \(\mathcal{P}_j \subset \mathcal{P}_{j+1}\) and the unions \(\cup_j \mathcal{U}_j\) and \(\cup_j \mathcal{P}_j\) are dense in \(\mathcal{U}\) and \(\mathcal{P}\), respectively. Suitable finite-dimensional approximation spaces are, for instance, finite-element spaces of continuous piecewise affine functions on a triangulation of the domain (assumed here to be a polyhedron). We shall denote by \(\pi_{\mathcal{U}_j} : \mathcal{U} \to \mathcal{U}_j\) and \(\pi_{\mathcal{P}_j} : \mathcal{P} \to \mathcal{P}_j\) suitable projections operators (see [29]).

We now define the space-approximated energy and dissipation functionals by restriction, namely

\[
\mathcal{E}_j(t, \mathbf{u}, \mathbf{p}) := \begin{cases} 
\mathcal{E}(t, \mathbf{u}, \mathbf{p}) & \text{if } (\mathbf{u}, \mathbf{p}) \in \mathcal{U}_j \times \mathcal{P}_j, \\
\infty & \text{else},
\end{cases}
\]

\[
\mathcal{D}_j(\mathbf{p}, \hat{\mathbf{p}}) := \begin{cases} 
\mathcal{D}(\mathbf{p}, \hat{\mathbf{p}}) & \text{if } \mathbf{p}, \hat{\mathbf{p}} \in \mathcal{P}_j, \\
\infty & \text{else}.
\end{cases}
\]

Let the space-approximated initial datum be \((\mathbf{u}_j^0, \mathbf{p}_j^0) = (\pi_{\mathcal{U}_j}(\mathbf{u}^0), \pi_{\mathcal{P}_j}(\mathbf{p}^0))\), assume it to be stable for all \(j\), and that \(\mathcal{E}_j(0, \mathbf{u}_j^0, \mathbf{p}_j^0) \to \mathcal{E}(0, \mathbf{u}^0, \mathbf{p}^0)\). We consider the sequence \((\mathbf{u}_{mj}^k, \mathbf{p}_{mj}^k)\) in \(\mathcal{U}_j \times \mathcal{P}_j\) of fully-discrete solutions solving of the incremental minimization problems

\[
\min_{(\mathbf{u}, \mathbf{p}) \in \mathcal{U}_j \times \mathcal{P}_j} \left( \mathcal{D}(\mathbf{p} - \mathbf{p}_{mj}^{k-1}) + \mathcal{E}_j(t_m^k, \mathbf{u}, \mathbf{p}) \right)
\]

for \(k = 1, \ldots, N_m\), starting from the initial position \((\mathbf{u}_{mj}^0, \mathbf{p}_{mj}^0) = (\mathbf{u}_j^0, \mathbf{p}_j^0)\). The existence of such minimizers is ensured by the lower semicontinuity and coercivity of the functionals. In particular, given the specific choice of the finite-dimensional subspaces, the latter minimization problem corresponds to a fully-discrete scheme. We denote the right-continuous interpolants on the time-partitions of the fully-discrete solutions by \((\mathbf{u}_{mj}, \mathbf{p}_{mj})\). By applying the general \(\Gamma\)-convergence theory from [68] one can deduce convergence of \((\mathbf{u}_{mj}, \mathbf{p}_{mj})\).
Theorem 3.5 (Convergence of space-time discretizations (Thm. 3.4 [68])). Up to not relabeled subsequences we have that, for all \( t \in [0, T] \),

\[ p_{mj}(t) \to p(t) \text{ strongly in } \mathcal{P}, \quad u_{mj}(t) \to u(t) \text{ strongly in } \mathcal{U}, \]

\[ \mathcal{E}_j(t, u_{mj}(t), p_{mj}(t)) \to \mathcal{E}(t, u(t), p(t)), \quad \text{Diss}_j(p_{mj}, [0, t]) \to \text{Diss}_p(p, [0, t]) \]

where \((u, p)\) is an energetic solution of the quasi-static evolution problem.

The reader is referred to [29] and [46, 47] for some analogous convergence statements, although in the non-magnetic case. In particular, the analysis in [46] suggests that, even for the present magnetomechanical coupling situation, we would be in the position of proving suitable a priori error estimates for fully discretized solutions.

4. Implementation and numerical testing

In this section, we introduce a numerical algorithm to solve the zero-dimensional constitutive problem in a 3D setting (or, equivalently, to solve the constitutive problem at the Gauss point level within a finite element discretization of a 3D body). We then numerically test the behavior of the constitutive model under a varying magnetic field and a constant uniaxial stress.

4.1. Time discretization and solution algorithm

Let us now focus on the crucial issue of numerically solving at the Gauss point level the set of constitutive equations described in Section 2.5, considering the flow rule of Section 2.6 and taking advantage of the reduced formulation of Section 2.7. We shall directly concentrate ourselves on the solution of the time-incremental problem. Namely, we discretize the time-interval of interest \([0, T]\) by means of the partition \( \{0 = t_0 < t_1 < \ldots < t_{N-1} < t_n = T\} \), assume to be given the state of the system \((\varepsilon_n, \varepsilon_{0,n}, p_n)\) at time \( t_n \), the driving fields \((\sigma_{n+1}, H_{n+1})\) and temperature \( T_{n+1} \) at time \( t_{n+1} \), and solve for \((\varepsilon_{n+1}, \varepsilon_{0,n+1}, p_{n+1})\). For the sake of numerical convenience, we perform some regularization on the term \( \beta^*|\varepsilon_0(p)| \); in particular, in such a term, we substitute the standard Euclidean norm with its regularized version \(|\cdot| \), defined as

\[ |a| = \sqrt{|a|^2 + \epsilon} - \sqrt{\epsilon}, \]

where \( \epsilon \) is a user-defined parameter controlling the smoothness of the norm regularization, typically selected to be very small (e.g., \(10^{-8}\)).

The flow rule is time-integrated following a standard backward-Euler method and the model is completed by the discrete complementary conditions:

\[ \Delta \zeta \geq 0, \quad F \leq 0, \quad \Delta \zeta F = 0, \quad (4.12) \]

where \( \Delta \zeta = \zeta - \zeta_n = \int_{t_n}^{t_{n+1}} \dot{\zeta} dt \) is the time-integrated consistency parameter.

The solution of the discrete model is performed by means of an elastic-predictor inelastic-corrector return map procedure as in classical plasticity problems (the interested reader is referred to [77, 31] for a complete discussion on algorithmic details). An elastic trial state is
evaluated keeping frozen the internal variables, then a trial value of the limit function is computed to verify the admissibility of the trial state. If this is not verified, the step is inelastic and the evolution equations have to be integrated.

We remark that, as in [31], we distinguish two inelastic phases in our model: a non-saturated phase and a saturated one. In our solution procedure we start assuming to be in a non-saturated phase, and when convergence is attained we check if our assumption is violated. If the non-saturated solution is not admissible, we search for a new solution considering saturated conditions.

Eventually, we highlight that in this solution algorithm we implement the semi-implicit scheme discussed in Section 3.2.

4.2. Numerical testing

We finally perform a numerical experiment in order to test the behavior of the model and assess its capability to reproduce the typical response of magnetic shape memory alloys under a varying magnetic field and a constant uniaxial stress.

With this aim, we consider a zero-dimensional constitutive problem in a 3D setting characterized by the material parameters reported in Table 4.2. We apply a cyclic magnetic field between \( \pm 6 \cdot 10^5 \) A m\(^{-1}\) acting along the \( e_2 \)-direction, under different values of constant compressive stress acting in the \( e_1 \)-direction. The system of nonlinear equations arising from the discrete problem as described above is then numerically solved by means of the function \textit{fsolve} implemented in the optimization toolbox of the program MATLAB\textsuperscript{®}.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
<th>unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E )</td>
<td>( 800 \cdot 10^6 )</td>
<td>Pa</td>
</tr>
<tr>
<td>( \nu )</td>
<td>0.3</td>
<td>-</td>
</tr>
<tr>
<td>( \beta^* )</td>
<td>0</td>
<td>Pa</td>
</tr>
<tr>
<td>( h )</td>
<td>( 790 \cdot 10^4 )</td>
<td>Pa</td>
</tr>
<tr>
<td>( R )</td>
<td>( 10^5 )</td>
<td>Pa</td>
</tr>
<tr>
<td>( \varepsilon_L )</td>
<td>0.062</td>
<td>-</td>
</tr>
<tr>
<td>( m_{\text{sat}} )</td>
<td>( 514 \cdot 10^3 )</td>
<td>( \text{A m}^{-1} )</td>
</tr>
<tr>
<td>( \mu_0 )</td>
<td>( 4\pi \cdot 10^{-7} )</td>
<td>( \text{N A}^{-2} )</td>
</tr>
<tr>
<td>( \delta )</td>
<td>1</td>
<td>( \text{Pa}^{-1} )</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>( 10^{-8} )</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: Material parameters.

The obtained results are reported in Figure 1, where, for the different considered levels of the compressive stress \((\sigma_{11})\), we plot the relevant component of the transformation strain \((\varepsilon_{0,11} = \varepsilon_0(p)_{11})\) as a function of the \( e_2 \)-component of the magnetic field \((H_2)\). In particular, it is important to observe that the typical cyclic behavior of magnetic shape memory alloys (cf., e.g., [17]) is correctly reproduced by the proposed model, which is able to capture also the blocking stress effect (cf. Section 2.11).
5. Conclusions

In this paper, a three-dimensional phenomenological model describing the magneto-mechanical behavior of magnetic shape-memory alloys has been introduced. A thermodynamically-consistent constitutive relation has been proposed moving from micromagnetic considerations. Such a model has been shown to be capable of reproducing the magnetically-induced martensitic transformation in single crystals, including important effects such as the so-called blocking-stress. Existence results for the constitutive relation problem as well as for the corresponding quasi-static evolution system have been illustrated, along with the convergence of time- and space-time-discretizations. Algorithmic considerations have also been presented and the model has been numerically tested, confirming its capability to reproduce the typical response of magnetic shape-memory alloys.
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