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Abstract

In this paper, we propose and study two time-splitting spectral methods for the generalized Zakharov system. These methods are spectrally accurate in space, second order in time, and unconditionally stable. The unconditional stability of the methods offers greater numerical efficiency than those given in previous papers, especially in the subsonic regime. Our numerical experiments confirm the accuracy and stability. In particular, we analyze their behavior in the subsonic regime. The first method, using the exact time integration in phase space for the wave equation for the nondispersive field, converges uniformly with respect to the sound speed for the dispersive wave field, while the second method, using the Crank-Nicolson method in the same step, with an initial layer fix by an L-stable time discretization, converges uniformly with respect to the sound speed for both dispersive and nondispersive fields. Using these new methods we also study the collision behavior of two solitons, in the subsonic region as well as the transsonic region. We obtain numerical results which are quantitatively different from those reported in previous papers using lower resolution numerical techniques.
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1 Introduction

This work is aimed at developing efficient numerical schemes for a generalized Zakharov system (ZS) of plasma physics:

\[ iu_t + u_{xx} + 2\lambda |u|^2 u + 2nu = 0, \]
\[ \frac{1}{c^2}n_{tt} - n_{xx} + \mu (|u|^2)_{xx} = 0, \]

where the complex, dispersive field \( u \) is the varying envelope of a highly oscillatory electric field, and the real, nondispersive field \( n \) is the fluctuation of the plasma ion density from its equilibrium state. The parameters \( \lambda, c \) and \( \mu \) are real numbers. This system is a universal model for the study of the interaction between dispersive and nondispersive waves. When \( \lambda = 0, \mu = 1 \), this system is reduced to the classical ZS of plasma physics. When the sound speed \( c \to +\infty \), the so-called subsonic limit, the ZS becomes the cubically nonlinear (defocusing if \( \lambda + \mu < 0 \), focusing if \( \lambda + \mu > 0 \)) Schrödinger equation.

Up to now, many numerical methods have been proposed for the ZS system. For example, Payne et al [19] designed a spectral method for a 1d ZS. They used a truncated Fourier expansion in their scheme to eliminate the aliasing errors. Glassey [12] presented an energy-preserving finite difference scheme for the ZS in one dimension, and proved its convergence in [13]. In [9, 10], Chang et al presented a conservative difference scheme for the generalized Zakharov system. This scheme can be implicit or semi-explicit depending on the choice of a parameter. They also proved the convergence of their method. More recently, Bao et al [4] proposed a time-splitting spectral scheme to solve the generalized ZS. Their method was also extended to the vector ZS for multi-component plasmas [3]. Their time-splitting spectral method is a natural extension of a time-splitting method previously used for linear and nonlinear Schrödinger equations (see for example [17]), which was shown to be particularly effective in the semi-classical regime [1, 2].

In this paper, we present time-splitting spectral methods different from that in [3, 4]. The main difference is that in the splitting step for the nondispersive field equation, we perform the time integration either \textit{exactly} (hereafter called TSSP1), or via the Crank-Nicolson method based on the first order formulation of the second order wave equation (TSSP2). These schemes are second order, and \textit{unconditionally stable}. Most importantly, in the subsonic regime, when \( c \) is large, the
TSSP1 converges \emph{uniformly} with respect to \( c \) for the dispersive wave field, while TSSP2, with an initial layer fix by an L-stable time discretization, converges \emph{uniformly} with respect to \( c \) for \emph{both} dispersive \emph{and} nondispersive fields. The previous time splitting spectral methods, developed in [3, 4], require both mesh size and time step to be proportional to \( 1/c \).

The organization of this paper is as follows. In section 2, we present our time-splitting spectral methods for the generalized ZS. In section 3, we perform numerical experiments. We analyze the accuracy of our scheme, both in space and in time. Moreover, we study their performance in the subsonic regime, and demonstrate both analytically and numerically how a scheme can converge uniformly with respect to \( c \). In addition, we use the method to study soliton-soliton collisions in various parameter regimes. Of particular interest is that the obtained critical values for \( \mu/\lambda \), which distinguish region of different post-collision behavior of the solution, are different from those previously reported in the literature [15].

2 A time-splitting spectral method

We restrict ourselves to periodic boundary conditions when presenting the spectral methods. This allows us to use the Fourier spectral method. Of course for other boundary conditions one can always replace the Fourier method by a different spectral approach such as the Chebychev method [7].

Consider the following initial boundary value problem of the ZS:

\begin{align*}
  i u_t + u_{xx} + 2\lambda |u|^2 u + 2nu &= 0, \quad x \in [-L, L], \quad t \geq 0, \\
  \frac{1}{c^2} n_{tt} - n_{xx} + \mu (|u|^2)_{xx} &= 0, \quad x \in [-L, L], \quad t \geq 0, \\
  u(-L, t) &= u(L, t), \quad u_x(-L, t) = u_x(L, t), \quad t \geq 0, \\
  n(-L, t) &= n(L, t), \quad n_x(-L, t) = n_x(L, t), \quad t \geq 0, \\
  u(x, 0) &= u_0(x), \quad n(x, 0) = n_0(x), \quad n_t(x, 0) = n_1(x), \quad x \in [-L, L],
\end{align*}

where

\[ \int_{-L}^{L} n_1(x) dx = 0. \]
From equation (1) and equation (2), it is easy to verify that

\[
\frac{d}{dt} \int_{-L}^{L} |u(x,t)|^2 dx = 0, \quad \frac{d}{dt} \int_{-L}^{L} n(x,t) dx = 0.
\] (6)

Thus we can induce a new unknown function

\[ v(x,t) = - \int_{-L}^{x} n_t(y,t) dy, \]

which is a periodic function on \([-L, L]\) introduced for the purpose of deriving discretizations below. The problem (1)-(5) is then equivalent to the following one:

\[
\begin{align*}
&iu_t + u_{xx} + 2\lambda |u|^2 u + 2nu = 0, \quad x \in [-L, L], \quad t \geq 0, \\
&n_t + v_x = 0, \quad x \in [-L, L], \quad t \geq 0, \\
&\frac{1}{c^2} v_t + (n - \mu |u|^2)_x = 0, \quad x \in [-L, L], \quad t \geq 0, \\
&u(-L,t) = u(L,t), \quad u_x(-L,t) = u_x(L,t), \quad t \geq 0, \\
&n(-L,t) = n(L,t), \quad n_x(-L,t) = n_x(L,t), \quad t \geq 0, \\
&v(-L,t) = v(L,t), \quad v_x(-L,t) = v_x(L,t), \quad t \geq 0, \\
&u(x,0) = u_0(x), \quad n(x,0) = n_0(x), \quad v(x,0) = v_0(x) := - \int_{-L}^{x} n_1(y) dy, \quad x \in [-L, L].
\end{align*}
\] (7)

We denote \( x_j = -L + jh \) with \( h = 2L/M \). \( M \), an even number, is the total number of grid points. Besides, we denote \( t_m = m\Delta t \) as the time points at which we are going to seek the numerical approximations.

We first illustrate our main idea through a simple (thus first order) splitting. From time \( t_m \) to \( t_{m+1} \), we split the continuous problem into two subproblems. First, we solve the free Schrödinger equation

\[
\begin{align*}
&iu_t + u_{xx} = 0
\end{align*}
\] (8)

with the initial datum \( u(t_m) \) in \([t_m, t_{m+1}]\), to obtain \( u^* = u(t_{m+1}) \). Then, we solve

\[
\begin{align*}
&iu_t + 2\lambda |u|^2 u + 2nu = 0, \\
&n_t + v_x = 0, \\
&\frac{1}{c^2} v_t + (n - \mu |u|^2)_x = 0
\end{align*}
\] (9) (10)
with the initial data \( u^*, n(t_m) \) and \( v(t_m) \), again in \( [t_m, t_{m+1}] \) to obtain \( u(t_{m+1}), n(t_{m+1}) \) and \( v(t_{m+1}) \). Note that in (8), \( |u(x,t)|^2 \) remains invariant in time

\[
|u(x,t)|^2 = |u(x,t_m)|^2, \quad t \in [t_m, t_{m+1}].
\]

Thus, the problem (8)-(10) is equivalent to

\[
egin{align*}
    iu_t &+ 2\lambda |u(x,t_m)|^2 u + 2nu = 0, \\
n_t + v_x &= 0, \\
\frac{1}{c^2}v_t + (n - \mu |u(x,t_m)|^2)x &= 0.
\end{align*}
\]

We denote by \( u_j, n_j \) and \( v_j \) the approximate values of \( u, n \) and \( v \) at the grid point \( x = x_j \) respectively, and define

\[
    u(t) = [u_j(t)]_{j=0}^{M-1}, \quad n(t) = [n_j(t)]_{j=0}^{M-1}, \quad v(t) = [v_j(t)]_{j=0}^{M-1}.
\]

In our method, the spatial derivative is approximated by the Fourier collocation derivative with a smooth cutoff function \( r(x) \), i.e.

\[
A_{x|_{x=x_j}} \approx [D_x A]_j, \quad D_x A = i\mathcal{F}^{-1}(k\mathcal{F}(A)),
\]

\[
k = \left[ \frac{\pi}{L}\tilde{l}r(\tilde{l}h) \right]_{l=0}^{M-1}, \quad \tilde{l} = \begin{cases} l, & 0 \leq l < M/2, \\ l - M, & M/2 \leq l < M. \end{cases}
\]

Here \( \mathcal{F}(\cdot) \) and \( \mathcal{F}^{-1}(\cdot) \) are the discrete Fourier and inverse Fourier transforms defined by

\[
\mathcal{F}(A) = \left[ \sum_{j=0}^{M-1} A_j e^{-\frac{2\pi j l}{M}} \right]_{l=0}^{M-1}, \quad \mathcal{F}^{-1}(\hat{A}) = \left[ \frac{1}{M} \sum_{l=0}^{M-1} \hat{A}_l e^{\frac{2\pi j l}{M}} \right]_{j=0}^{M-1}.
\]

We remark that all vectorial operations are performed component by component and have to be understood as limits when the numerator becomes zero. A cut-off function \( r(x) \) is used to reduce the aliasing error typically occurring in the long time computation. In the sequel of this paper, unless stated otherwise, \( r(x) \) is set to be 1, i.e., we approximate the spatial derivative with the standard Fourier collocation derivative (see [7]). Equation (7) is now approximated by

\[
    iu_t + D_x^2 u = 0.
\]
With initial value $u(t_m) = u^m$, this problem can be integrated in time exactly

$$u^* = \mathcal{F}^{-1}(e^{-ik^2\Delta t} \mathcal{F}(u^m)).$$

Equations (12) and (13) are approximated by

$$n_t + D_x v = 0,$$
$$\frac{1}{c^2} v_t + D_x (n - \mu |u^*|^2) = 0.$$

Denoting $\hat{n} := \mathcal{F}(n)$ and $\hat{v} := \mathcal{F}(v)$. Then this system is equivalent to, in the Fourier space,

$$\hat{n}_t + i k \hat{v} = 0,$$
$$\frac{1}{c^2} \hat{v}_t + i k [\hat{n} - \mu \mathcal{F}(|u^*|^2)] = 0.$$

We use two different methods to solve this subproblem. The first one, hereafter which will be referred to as $TSSP1$, is to solve it analytically on $[t_m, t_{m+1}]$, namely,

$$\hat{n}(t) = [\hat{n}^m - \mu \mathcal{F}(|u^*|^2)] \cos ck(t - t_m) - \frac{i}{c} \hat{v}^m \sin ck(t - t_m) + \mu \mathcal{F}(|u^*|^2),$$
$$\hat{v}(t) = -ic [\hat{n}^m - \mu \mathcal{F}(|u^*|^2)] \sin ck(t - t_m) + \hat{v}^m \cos ck(t - t_m).$$

Thus then

$$\hat{n}^{m+1} = [\hat{n}^m - \mu \mathcal{F}(|u^*|^2)] c_v - \frac{i}{c} \hat{v}^m s_v + \mu \mathcal{F}(|u^*|^2),$$
$$\hat{v}^{m+1} = -ic [\hat{n}^m - \mu \mathcal{F}(|u^*|^2)] s_v + \hat{v}^m c_v,$$
$$c_v = \cos(c k \Delta t), \quad s_v = \sin(c k \Delta t).$$

The second one is to use Crank-Nicolson method (will be referred to as $TSSP2$):

$$\frac{1}{\Delta t} (\hat{n}^{m+1} - \hat{n}^m) + \frac{i k}{2} (\hat{v}^{m+1} + \hat{v}^m) = 0,$$
$$\frac{1}{c^2 \Delta t} (\hat{v}^{m+1} - \hat{v}^m) + \frac{i k}{2} (\hat{n}^{m+1} + \hat{n}^m) - 2\mu \mathcal{F}(|u^*|^2) = 0.$$

The purpose of writing the second order wave equation in $n$ into a first order system is just for the use of the Crank-Nicolson method. Therefore

$$\hat{n}^{m+1} = w_1 [\hat{n}^m - \mu \mathcal{F}(|u^*|^2)] + w_2 \hat{v}^m + \mu \mathcal{F}(|u^*|^2),$$
$$\hat{v}^{m+1} = w_2 c^2 [\hat{n}^m - \mu \mathcal{F}(|u^*|^2)] + w_1 \hat{v}^m,$$
$$w_1 = \frac{4 - k^2 c^2 \Delta t^2}{4 + k^2 c^2 \Delta t^2}, \quad w_2 = \frac{-4ik \Delta t}{4 + k^2 c^2 \Delta t^2}.$$
After that, equation (11) can be integrated, giving

\[ u^{m+1} = u^* e^{2i\Delta \lambda |u^*|^2} e^{2i^\int_{t_m}^{t_{m+1}} n(\tau) d\tau}. \]

For TSSP1, one uses

\[ u^{m+1} = u^* e^{2i\lambda \Delta t |u^*|^2} e^{2iF^{-1}(\hat{T})} \]

where

\[ \hat{T} = [\hat{n}^m - \mu \mathcal{F}(|u^*|^2)] \frac{S_v}{ck} + \frac{i}{c} \hat{v}^m c_v - \mu \mathcal{F}(|u^*|^2) \Delta t. \]

For TSSP2, one has

\[ u^{m+1} \approx u^* e^{2i\Delta t \lambda |u^*|^2} e^{i\Delta t(n^m+n^{m+1})}. \]

Here, the trapezoidal rule is used to approximate the integral.

Clearly, either of these two methods leads to an unconditionally stable scheme. Besides, it is easy to prove that the discrete \( l^2 \)-norm of \( u \) is conserved.

In order to have second order accuracy in time, one can use the Strang splitting instead (see [21]). Finally, we present the two schemes:

1. TSSP1:

\[ c_v = \cos(ck\Delta t), \quad s_v = \sin(ck\Delta t), \quad (16) \]
\[ u^* = F^{-1}(e^{-ik^2\Delta t/2}F(u^m)), \quad (17) \]
\[ \hat{n}^{m+1} = [\hat{n}^m - \mu \mathcal{F}(|u^*|^2)] c_v - \frac{i}{c} \hat{v}^m s_v + \mu \mathcal{F}(|u^*|^2), \quad (18) \]
\[ \hat{v}^{m+1} = -ic [\hat{n}^m - \mu \mathcal{F}(|u^*|^2)] s_v + \hat{v}^m c_v, \quad (19) \]
\[ \hat{T} = [\hat{n}^m - \mu \mathcal{F}(|u^*|^2)] \frac{S_v}{ck} + \frac{i}{c} \hat{v}^m c_v - \mu \mathcal{F}(|u^*|^2) \Delta t, \quad (20) \]
\[ u^{**} = u^* e^{2i\lambda \Delta t |u^*|^2} e^{2iF^{-1}(\hat{T})}, \quad (21) \]
\[ u^{m+1} = F^{-1}(e^{-ik^2\Delta t/2}F(u^{**})), \quad m = 0, 1, 2, \ldots \quad (22) \]
2. TSSP2:

\[ w_1 = \frac{4 - k^2c^2\Delta t^2}{4 + k^2c^2\Delta t^2}, \quad w_2 = -\frac{4i\kappa\Delta t}{4 + k^2c^2\Delta t^2}, \]

\[ u^* = \mathcal{F}^{-1}(e^{-ik^2\Delta t/2}\mathcal{F}(u^m)), \]

\[ \hat{n}^{m+1} = w_1[\hat{n}^m - \mu \mathcal{F}(|u^*|^2)] + w_2\hat{\nu}^m + \mu \mathcal{F}(|u^*|^2), \]

\[ \hat{\nu}^{m+1} = w_2c^2[\hat{n}^m - \mu \mathcal{F}(|u^*|^2)] + w_1\hat{\nu}^m, \]

\[ u^{**} = u^* e^{2i\kappa t |u^*|^2} e^{i\kappa t (n^m+n^{m+1})}, \]

\[ u^{m+1} = \mathcal{F}^{-1}(e^{-ik^2\Delta t/2}\mathcal{F}(u^{**})), \quad m = 0, 1, 2, \cdots \]

\textbf{Remark 1} The generalization of these schemes to modified forms of the Zakharov system is straightforward. For example, one can add a damping term in the Schrödinger equation (see [4]) and a dissipative term in the wave equation (see [14])

\[ iu_t + u_{xx} + 2\lambda |u|^2 u + 2nu + i\gamma u = 0, \quad \gamma > 0 \]

\[ \frac{1}{c^2} n_{tt} - n_{xx} + \mu (|u|^2)_{xx} = \nu n_{txx}, \quad \nu > 0. \]

Or one can consider the generalized ZS in higher dimensions

\[ iu_t + \Delta u + 2\lambda |u|^2 u + 2nu = 0, \]

\[ \frac{1}{c^2} n_{tt} - \Delta n + \mu \Delta (|u|^2) = 0. \]

\textbf{Remark 2} It is worthwhile to explain how to generalize this scheme to the vector ZS for multi-component plasmas in three dimensions. The problem reads (see [22])

\[ i\mathbf{E}_t + a\Delta \mathbf{E} + (1 - a)\nabla(\nabla \cdot \mathbf{E}) - \alpha \mathbf{E} \sum_{j=1}^{M} n_j + \lambda |\mathbf{E}|^2 \mathbf{E} = 0, \]

\[ \frac{1}{c_j^2} n_{j,tt} - \Delta n_j + \mu_j |\mathbf{E}|^2 = 0, \quad j = 1, 2, \cdots, M. \]

Analogously, from time \( t_m \) to \( t_{m+1} \), we split this problem into two subproblems. The first one is

\[ i\mathbf{E}_t + a\Delta \mathbf{E} + (1 - a)\nabla(\nabla \cdot \mathbf{E}) = 0, \]
and the second
\[ iE_t - \alpha E \sum_{j=1}^{M} n_j + \lambda |E|^2 E = 0, \]
\[ \frac{1}{c_j^2} n_{j,t} - \Delta n_j + \mu_j |E|^2 = 0, \quad j = 1, 2, \ldots, M. \]
The second subproblem is solved just in the same way as mentioned before. The essential difference lies in how to solve the first subproblem. Again, we approximate the spatial derivative with its corresponding collocation derivative. In Fourier space, we have
\[ i\hat{E}_t - a\xi^T \hat{E} - (1 - a)\xi^T \hat{E} = 0, \]
with \( \xi = (\xi_x, \xi_y, \xi_z)^T \). Thus
\[ \hat{E}(t) = e^{-i(t-t_m)(a\xi^T \xi I+(1-a)\xi^T)}\hat{E}(t_m), \]
where \( I \) is the \( 3 \times 3 \) identity matrix.

3 Numerical experiments

It is well-known that the generalized ZS has the family of one-soliton solutions (see [15]),
\[
\begin{align*}
    u &= \left[ \lambda + \mu(1 - v^2/c^2)^{-1} \right]^{-1/2} 2i\eta \sech(2\eta(x - vt)) e^{i\left[ \frac{x}{2} - \frac{x^2}{4} - 4\eta^2 \right] t + \Phi_0}, \\
    n &= \mu(1 - v^2/c^2)^{-1} |u|^2,
\end{align*}
\]
if the speed \( v \) of the soliton satisfies \( \lambda + \mu(1 - v^2/c^2)^{-1} > 0 \). In this section, we will use these special solutions to test the performance of our scheme.

3.1 Tests on the accuracy and stability

We first consider the propagation of a single subsonic soliton. As a test of the accuracy of our schemes, we set the parameters to be \( \lambda = 0, \mu = 1, c = 1, \eta = 0.5, v = 0.5, \Phi_0 = 0. \) At time \( t = 2 \), this soliton is plotted in Figure 1. The initial data are the exact soliton data at \( t = 0 \). We
perform the computation on a large interval $[-128, 128]$, i.e. $L = 128$, thus the periodic boundary conditions do not induce an significant error.

To understand the accuracy of the two methods, two relative errors will be used:

$$
\epsilon_1 = \frac{||u - u_{h,k}||_2}{||u||_2}, \quad \epsilon_2 = \frac{||n - n_{h,k}||_2}{||n||_2},
$$

where $u_{h,k}$ and $n_{h,k}$ are the numerical approximation of $u$ and $n$. We perform our computation on the time interval $[0, 2]$.

Table 1 and Table 2 list the space discretization errors at time $t = 2$ when the time step is chosen sufficiently small that it does not contribute to the significant part of the error. Table 3 and Table 4 list the time discretization errors at $t = 2$ when the spatial step size is chosen small enough so it does not affect the error. One can see that both schemes are indeed of spectral accuracy in space and second-order accuracy in time.

The aliasing instability introduces significant numerical errors in long time. Thus, we have to utilize a smooth cut-off function (as function was used for the focusing nonlinear Schrödinger equation in [8] if we want to do long-time simulations). For example, in Figure 2, we show the numerical solution for $|u|^2$ with $L = 128$, $\lambda = 0$, $\mu = 1$, $c = 1$, $\eta = 0.5$, $v = 0.5$, $\Phi_0 = 0$. We computed with $h = 1/8$, $\Delta t = 0.05$ and $r(x) = e^{-10(x/L)^2}$. Indeed, the result is satisfactory.
Spatial Step Size \( h \) = \( 1 \) / 2 \( h \) = \( 1 \) / 4 \( h \) = \( 1 \) / 8

| \( \epsilon_1 \) | 0.566\( E^{-1} \) | 0.866\( E^{-4} \) | 0.115\( E^{-8} \) | 0.385\( E^{-10} \) |
| Order of \( \epsilon_1 \) | — | 9.35 | 16.20 | 4.90 |
| \( \epsilon_2 \) | 0.611\( E^{-1} \) | 0.506\( E^{-3} \) | 0.951\( E^{-8} \) | 0.583\( E^{-10} \) |
| Order of \( \epsilon_2 \) | — | 6.91 | 15.70 | 7.35 |

Table 1: TSSP1: \( \epsilon_1 \) and \( \epsilon_2 \) at time \( t = 2 \) with \( \Delta t = 1/131072 \).

<table>
<thead>
<tr>
<th>Spatial Step Size</th>
<th>( h = 1 )</th>
<th>( h = 1/2 )</th>
<th>( h = 1/4 )</th>
<th>( h = 1/8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \epsilon_1 )</td>
<td>0.425( E^{-1} )</td>
<td>0.854( E^{-4} )</td>
<td>0.125( E^{-8} )</td>
<td>0.417( E^{-10} )</td>
</tr>
<tr>
<td>Order of ( \epsilon_1 )</td>
<td>—</td>
<td>8.96</td>
<td>16.06</td>
<td>4.90</td>
</tr>
<tr>
<td>( \epsilon_2 )</td>
<td>0.656( E^{-1} )</td>
<td>0.703( E^{-3} )</td>
<td>0.407( E^{-7} )</td>
<td>0.500( E^{-10} )</td>
</tr>
<tr>
<td>Order of ( \epsilon_2 )</td>
<td>—</td>
<td>6.54</td>
<td>14.08</td>
<td>9.67</td>
</tr>
</tbody>
</table>

Table 2: TSSP2: \( \epsilon_1 \) and \( \epsilon_2 \) at time \( t = 2 \) with \( \Delta t = 1/131072 \).

<table>
<thead>
<tr>
<th>Time Step ( \Delta t )</th>
<th>1/4</th>
<th>1/8</th>
<th>1/16</th>
<th>1/32</th>
<th>1/64</th>
<th>1/128</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \epsilon_1 )</td>
<td>0.394( E^{-1} )</td>
<td>0.977( E^{-2} )</td>
<td>0.245( E^{-2} )</td>
<td>0.614( E^{-3} )</td>
<td>0.154( E^{-3} )</td>
<td>0.384( E^{-4} )</td>
</tr>
<tr>
<td>Order of ( \epsilon_1 )</td>
<td>—</td>
<td>2.01</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>( \epsilon_2 )</td>
<td>0.599( E^{-1} )</td>
<td>0.160( E^{-1} )</td>
<td>0.408( E^{-2} )</td>
<td>0.103( E^{-2} )</td>
<td>0.257( E^{-3} )</td>
<td>0.642( E^{-4} )</td>
</tr>
<tr>
<td>Order of ( \epsilon_2 )</td>
<td>—</td>
<td>1.90</td>
<td>1.97</td>
<td>1.99</td>
<td>2.00</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Table 3: TSSP1: \( \epsilon_1 \) and \( \epsilon_2 \) at time \( t = 2 \) with \( h = 1/32 \).

<table>
<thead>
<tr>
<th>Time Step ( \Delta t )</th>
<th>1/4</th>
<th>1/8</th>
<th>1/16</th>
<th>1/32</th>
<th>1/64</th>
<th>1/128</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \epsilon_1 )</td>
<td>0.386( E^{-1} )</td>
<td>0.962( E^{-2} )</td>
<td>0.242( E^{-2} )</td>
<td>0.607( E^{-3} )</td>
<td>0.152( E^{-3} )</td>
<td>0.379( E^{-4} )</td>
</tr>
<tr>
<td>Order of ( \epsilon_1 )</td>
<td>—</td>
<td>2.00</td>
<td>1.99</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>( \epsilon_2 )</td>
<td>0.543( E^{-1} )</td>
<td>0.140( E^{-1} )</td>
<td>0.354( E^{-2} )</td>
<td>0.887( E^{-3} )</td>
<td>0.222( E^{-3} )</td>
<td>0.555( E^{-4} )</td>
</tr>
<tr>
<td>Order of ( \epsilon_2 )</td>
<td>—</td>
<td>1.96</td>
<td>1.98</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Table 4: TSSP2: \( \epsilon_1 \) and \( \epsilon_2 \) at time \( t = 2 \) with \( h = 1/32 \).
Figure 2: A soliton moving to the right. Plot of $|u|^2$. $L = 128$, $\eta = 0.5$, $v = 0.5$, $\lambda = 0$, $\mu = 1$. $h = \frac{1}{8}$, $\Delta t = \frac{1}{20}$, $r(x) = e^{-10(x/L)^2}$. Left: solutions without the exponential cutoff. Right: solutions with the exponential cutoff. TSSP1 is used in the computation.

3.2 Computations in the subsonic regime

As stated before, when $c \rightarrow +\infty$, the generalized ZS reduces to the nonlinear Schrödinger equation

$$iu_t + u_{xx} + 2(\lambda + \mu)|u|^2u + 2au = 0$$

and

$$n(x, t) = \mu|u(x, t)|^2 + a,$$

where

$$a = \frac{1}{\text{mes}(\mathcal{B})} \int_{\mathcal{B}} (n(x, t) - \mu|u(x, t)|^2)dx = \frac{1}{\text{mes}(\mathcal{B})} \int_{\mathcal{B}} (n_0(x) - \mu|u_0(x)|^2)dx.$$

Here, $\mathcal{B}$ is the definition domain. The last equality comes from formula (6). Notice that for the problem defined on the whole real axis, we have $a = 0$. This convergence to the nonlinear Schrödinger equation is strong in $u$. but to obtain a strong convergence $n \rightarrow \mu|u|^2 + a$, one needs to impose the compatibility condition

$$n_0(x) - \mu|u_0(x)|^2 - a = O(1/c)$$

(32)
for the initial data [20]. If this compatibility condition is not met by the initial data, there is an oscillatory term that needs to be subtracted in order to establish the strong convergence in $n$, otherwise only weak convergence in time can be obtained for $n$ [18, 22]. This subtle analytical issues concerned with the nondispersive field $n$ raise some interesting numerical questions which were not addressed in [3, 4] but will be studied here.

In this subsection we shall study the performance of the two methods in the regime $c >> 1$. In particular, we are interested in the relative ratio between mesh size/time step over $c^{-1}$ that can give accurate approximation. As an example, we choose $\lambda = 0$, $\mu = 1$, $L = 128$, and the initial data to be one of the following two sets

1. Data set one:

   \[ u_0(x) = i \text{sech}(x)e^{\frac{i}{2}x}, \quad n_0(x) = \text{sech}^2(x), \quad n_1(x) = \text{sech}^2(x)\tanh(x). \]

2. Data set two:

   \[ u_0(x) = i \text{sech}(x)e^{\frac{i}{2}x}, \quad n_0(x) = 0, \quad n_1(x) = 0. \]

Clearly the first set meets the compatibility condition, while the second does not.

Consider the data set one first. In this case, $a = 0$, and the exact solution of the Schrödinger equation is

\[ u^{\text{NLS}}(x, t) = i \text{sech}(x - t/2)e^{\nu(\frac{1}{4}x + \frac{15}{16}t)}, \quad n^{\text{NLS}}(x, t) = \text{sech}^2(x - t/2). \]  

First, we use this example to test the convergence rate of generalized ZS to the nonlinear Schrödinger equation. We compute the numerical solution of ZS with mesh size $h = 1/8$ (which turns out to be small enough since $h = 1/16$ presents almost the same results when other parameters are fixed) and sufficiently small (relative to $1/c$) time step $\Delta t = 0.0005$. Three relative errors will be used:

\[ \epsilon_3 = \frac{||u^{GZS}(t) - u^{\text{NLS}}(t)||}{||u^{\text{NLS}}(t)||}, \quad \epsilon_4 = \frac{||n^{GZS}(t) - u^{\text{NLS}}(t)||^2}{||u^{\text{NLS}}(t)||^2}, \quad \epsilon_5 = \frac{||u^{GZS}(t)||^2 - |u^{\text{NLS}}(t)||^2}{||u^{\text{NLS}}(t)||^2}. \]

Table 5 and Table 6 list the results. One can see that the generalized ZS reduces to the nonlinear Schrödinger equation with order $O(1/c^2)$ strongly for $u$ and $n$.  
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### Table 5: Relative errors between the generalized ZS and the corresponding nonlinear Schrödinger equation. The errors are computed at time $t = 4$ with $h = 1/8$ and $\Delta t = 0.0005$. TSSP1 is used.

<table>
<thead>
<tr>
<th></th>
<th>$c = 10$</th>
<th>$c = 20$</th>
<th>$c = 40$</th>
<th>$c = 80$</th>
<th>$c = 160$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_3$</td>
<td>$0.205E^{-1}$</td>
<td>$0.516E^{-2}$</td>
<td>$0.130E^{-2}$</td>
<td>$0.323E^{-3}$</td>
<td>$0.801E^{-4}$</td>
</tr>
<tr>
<td>Order of $\epsilon_3$</td>
<td>—</td>
<td>1.99</td>
<td>1.99</td>
<td>2.01</td>
<td>2.01</td>
</tr>
<tr>
<td>$\epsilon_4$</td>
<td>$0.451E^{-2}$</td>
<td>$0.112E^{-2}$</td>
<td>$0.281E^{-3}$</td>
<td>$0.701E^{-4}$</td>
<td>$0.187E^{-4}$</td>
</tr>
<tr>
<td>Order of $\epsilon_4$</td>
<td>—</td>
<td>2.01</td>
<td>1.99</td>
<td>2.00</td>
<td>1.91</td>
</tr>
<tr>
<td>$\epsilon_5$</td>
<td>$0.235E^{-2}$</td>
<td>$0.576E^{-3}$</td>
<td>$0.144E^{-3}$</td>
<td>$0.359E^{-4}$</td>
<td>$0.888E^{-5}$</td>
</tr>
<tr>
<td>Order of $\epsilon_5$</td>
<td>—</td>
<td>2.03</td>
<td>2.00</td>
<td>2.00</td>
<td>2.01</td>
</tr>
</tbody>
</table>

### Table 6: Relative errors between the generalized ZS and the corresponding nonlinear Schrödinger equation. The errors are computed at time $t = 4$ with $h = 1/8$ and $\Delta t = 0.0005$. TSSP2 is used.

<table>
<thead>
<tr>
<th></th>
<th>$c = 10$</th>
<th>$c = 20$</th>
<th>$c = 40$</th>
<th>$c = 80$</th>
<th>$c = 160$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_3$</td>
<td>$0.204E^{-1}$</td>
<td>$0.513E^{-2}$</td>
<td>$0.129E^{-2}$</td>
<td>$0.323E^{-3}$</td>
<td>$0.794E^{-4}$</td>
</tr>
<tr>
<td>Order of $\epsilon_3$</td>
<td>—</td>
<td>1.99</td>
<td>1.99</td>
<td>1.99</td>
<td>2.03</td>
</tr>
<tr>
<td>$\epsilon_4$</td>
<td>$0.447E^{-2}$</td>
<td>$0.112E^{-2}$</td>
<td>$0.282E^{-3}$</td>
<td>$0.708E^{-4}$</td>
<td>$0.182E^{-4}$</td>
</tr>
<tr>
<td>Order of $\epsilon_4$</td>
<td>—</td>
<td>1.99</td>
<td>1.99</td>
<td>1.99</td>
<td>1.96</td>
</tr>
<tr>
<td>$\epsilon_5$</td>
<td>$0.234E^{-2}$</td>
<td>$0.575E^{-3}$</td>
<td>$0.145E^{-3}$</td>
<td>$0.363E^{-4}$</td>
<td>$0.891E^{-5}$</td>
</tr>
<tr>
<td>Order of $\epsilon_5$</td>
<td>—</td>
<td>2.03</td>
<td>1.99</td>
<td>1.99</td>
<td>2.03</td>
</tr>
</tbody>
</table>
Table 7 and Table 8 list the relative errors when $\Delta t = 1/c$. We see that the numerical solutions of the generalized ZS still converge to the exact solution of the nonlinear Schrödinger equation with order $O(1/c^2)$.

<table>
<thead>
<tr>
<th>$\epsilon_3$</th>
<th>$c = 160$</th>
<th>$c = 320$</th>
<th>$c = 640$</th>
<th>$c = 1280$</th>
<th>$c = 2560$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order of $\epsilon_3$</td>
<td>—</td>
<td>1.98</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>$\epsilon_4$</td>
<td>$0.477E^{-4}$</td>
<td>$0.121E^{-4}$</td>
<td>$0.303E^{-5}$</td>
<td>$0.756E^{-6}$</td>
<td>$0.189E^{-6}$</td>
</tr>
<tr>
<td>Order of $\epsilon_4$</td>
<td>—</td>
<td>2.98</td>
<td>2.01</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>$\epsilon_5$</td>
<td>$0.785E^{-3}$</td>
<td>$0.997E^{-5}$</td>
<td>$0.248E^{-5}$</td>
<td>$0.619E^{-6}$</td>
<td>$0.155E^{-6}$</td>
</tr>
<tr>
<td>Order of $\epsilon_5$</td>
<td>—</td>
<td>2.00</td>
<td>1.99</td>
<td>2.01</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Table 7: Relative errors of the numerical solutions of the generalized ZS by TSSP1. The errors are computed at time $t = 4$ under $h = 1/8$ and $\Delta t = 1/c$.

<table>
<thead>
<tr>
<th>$\epsilon_3$</th>
<th>$c = 160$</th>
<th>$c = 320$</th>
<th>$c = 640$</th>
<th>$c = 1280$</th>
<th>$c = 2560$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order of $\epsilon_3$</td>
<td>—</td>
<td>1.98</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>$\epsilon_4$</td>
<td>$0.369E^{-4}$</td>
<td>$0.921E^{-5}$</td>
<td>$0.230E^{-5}$</td>
<td>$0.576E^{-6}$</td>
<td>$0.144E^{-6}$</td>
</tr>
<tr>
<td>Order of $\epsilon_4$</td>
<td>—</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>$\epsilon_5$</td>
<td>$0.309E^{-4}$</td>
<td>$0.758E^{-5}$</td>
<td>$0.181E^{-5}$</td>
<td>$0.475E^{-6}$</td>
<td>$0.115E^{-6}$</td>
</tr>
<tr>
<td>Order of $\epsilon_5$</td>
<td>—</td>
<td>2.03</td>
<td>2.07</td>
<td>1.93</td>
<td>2.05</td>
</tr>
</tbody>
</table>

Table 8: Relative errors of the numerical solutions of the generalized ZS by TSSP2. The errors are computed at time $t = 4$ under $h = 1/8$ and $\Delta t = 1/c$.

The next set of tests will be to choose the time step independent of the sound speed $c$. Figure 3 plots the numerical errors for $\Delta t = 0.01$. One can see that, for fixed $h$ and $\Delta t$, as $c \to \infty$, TSSP2 gives good convergence for both $u$ and $n$ to the desired subsonic limit, but TSSP1 fails to give convergence of $n$ to $\mu |u|^2$.

The failure in convergence for $n$ using TSSP1 can be understood as follows. When $c\Delta t \gg 1$, both $c_v$ and $s_v$ in (16) are oscillatory functions, and hence $\hat{n}^{m+1}$ in (18) is oscillatory. Calculating
requires a discrete Fourier transform of the oscillatory function \( \hat{n}^{m+1} \) which cannot be accurate unless sufficiently small mesh size is used or \( c\Delta t = O(1) \). As for the convergence of \( u \), note that in (20), \( \hat{T} \to \mu \mathcal{F}(|u^*|^2)\Delta t \) strongly as \( c \to \infty \). Applying this limit in (21), one sees that \( u^* \) in (17) and \( u^{**} \) form exactly the time splitting spectral method for the nonlinear Schrödinger equation (31) (see [2]).

For TSSP2, no oscillatory terms exist in (25), although a different problem will occur when the initial data does not satisfy the compatibility condition (32), as we will see next.

![Figure 3](image1.png)  
Figure 3: Plots of the relative errors as \( c \to \infty \). The errors are computed at time \( t = 4 \) under \( h = 1/8 \). Left: TSSP1. Right: TSSP2.

We now consider the initial data set two, which does not satisfy the compatibility condition (32). In this case, the subsonic limit solution is

\[
\begin{align*}
    u^{NLS}(x, t) &= i \operatorname{sech}(x - t/2) e^{i\left(\frac{1}{4} x^2 + \frac{1}{16} t^2\right)} e^{-2iL}, \\
    n^{NLS}(x, t) &= \operatorname{sech}^2(x - t/2) - \frac{1}{L}.
\end{align*}
\]

Figure 4 plots the numerical solutions. The left subplot shows the numerical solution of \( n \) with a very small time step \( \Delta t = 0.0001 \) using TSSP1. This solution can be taken as the “exact” solution. The right one shows the numerical solution of \( n \) when TSSP2 is used. The numerical solution \( n \) does not converge when \( c \to \infty \) while holding \( \Delta t \) fixed.

The reason why this happens can be explained as the following. When \( c \to \infty \), in view of
Figure 4: \( n \)-plots: numerical solutions at time \( t = 1 \) with \( h = 1/8 \) for \( c = 160 \). Left: Scheme one with \( \Delta t = 0.0001 \). Right: Scheme two with \( \Delta t = 0.01 \).

Equation (23), one has

\[
\mathbf{w}_1 = \begin{cases} 
1, & k = 0, \\
-1, & \text{otherwise.}
\end{cases}
\]

Thus from (25),

\[
\hat{n}^{m+1} + \hat{n}^m = \begin{cases} 
2\hat{n}^0, & k = 0, \\
2\mu \mathcal{F}(|\mathbf{u}^*|^2), & \text{otherwise.}
\end{cases}
\]

That is to say

\[
n^{m+1} + n^m = 2\mu |\mathbf{u}^*|^2 + 2a. \tag{34}
\]

If we apply this to (27) in TTSP2 one can see \( \mathbf{u}^* \) and \( \mathbf{u}^{**} \) again form exactly the time-splitting spectral method for the nonlinear Schrödinger equation (32) (see [2]). So \( \mathbf{u} \) will always converge numerically as \( c \to \infty \). However, if \( n^m - \mu |\mathbf{u}^m|^2 - a = O(1) \) then (34) implies (note that \( \mathbf{u}^m - \mathbf{u}^* = O(\Delta t), \mathbf{u}^{m+1} - \mathbf{u}^* = O(\Delta t) \)),

\[
n^{m+1} - \mu \mathbf{u}^{m+1} - a = O(1) .
\]

Thus, if the the initial data does not satisfy the compatibility condition (32), such an incompatibility will be preserved at all later time, preventing \( n \) from converging to \( \mu |\mathbf{u}|^2 + a \).
Since this error is mainly caused by the initial incompatibility, one can use L-stable ODE solvers [11] to remove this error. Such phenomenon (initial layer discrepancy) has been studied for hyperbolic systems with stiff relaxation terms, see [6, 16], where L-stable ODE solvers were used to eliminate the error introduced by under-resolution of the initial layer. For the ZS problem, one could either replace the Crank-Nicolson (which is not L-stable) method by a second order L-stable ODE solver, or more simply, use an L-stable scheme (such as the backward Euler method) for the first time step. Here we take the second approach. Since we only use the first-order scheme for one time step, the overall accuracy in time remains second order. Below for completeness we list the full scheme (called TSSP2-1):

\[
\begin{align*}
\hat{w}_1^* &= \frac{1}{1 + k^2c^2\Delta t^2}, \quad \hat{w}_2^* = \frac{-ik\Delta t}{1 + k^2c^2\Delta t^2}, \\
\hat{u}^* &= \mathcal{F}^{-1}(e^{-ik^2\Delta t/2}\mathcal{F}(u^0)), \\
\hat{n}^1 &= \hat{w}_1^*\hat{n}^0 - \mu\mathcal{F}(|u^*|^2) + w_2^*\hat{v}^0 + \mu\mathcal{F}(|u^*|^2), \\
\hat{v}^1 &= w_2^*e^{i\Delta t}\hat{n}^0 - \mu\mathcal{F}(|u^*|^2) + w_1^*\hat{v}^0, \\
\hat{u}^1 &= u^*e^{2i\Delta t\lambda|u^*|^2}e^{i\Delta t\hat{n}^1}, \\
\hat{w}_1 &= 4 - k^2c^2\Delta t^2, \quad \hat{w}_2 = \frac{-4ik\Delta t}{4 + k^2c^2\Delta t^2}, \\
\hat{u}^* &= \mathcal{F}^{-1}(e^{-ik^2\Delta t/2}\mathcal{F}(u^m)), \\
\hat{n}^{m+1} &= \hat{w}_1[^m\hat{n} - \mu\mathcal{F}(|u^*|^2)] + w_2^*\hat{v}^m + \mu\mathcal{F}(|u^*|^2), \\
\hat{v}^{m+1} &= w_2^*e^{i\Delta t}\hat{n}^m - \mu\mathcal{F}(|u^*|^2) + w_1^*\hat{v}^m, \\
\hat{u}^{m+1} &= u^*e^{2i\Delta t\lambda|u^*|^2}e^{i\Delta t(n^m+n^{m+1})}, \\
\hat{u}^{m+1} &= \mathcal{F}^{-1}(e^{-ik^2\Delta t/2}\mathcal{F}(u^{m+1})), \quad m = 1, 2, \ldots
\end{align*}
\]

When \(c\Delta t >> 1\), the backward Euler step clearly drives \(n\) to \(\mu|u|^2 + a\) after the first time step. This prepares the compatible data right into the subsonic limit, and for all later time the solution will remain in the subsonic limit for \(n\), as can be seen from the above analysis.

Table 9 lists the \(L^2\) relative errors with TSSP2-1. The results agree with our analysis.
<table>
<thead>
<tr>
<th></th>
<th>$\Delta t = 0.02$</th>
<th>$\Delta t = 0.01$</th>
<th>$\Delta t = 0.005$</th>
<th>$\Delta t = 0.0025$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_3$</td>
<td>$0.122E^{-2}$</td>
<td>$0.304E^{-3}$</td>
<td>$0.757E^{-4}$</td>
<td>$0.189E^{-4}$</td>
</tr>
<tr>
<td>Order of $\epsilon_3$</td>
<td>—</td>
<td>2.00</td>
<td>2.01</td>
<td>2.00</td>
</tr>
<tr>
<td>$\epsilon_4$</td>
<td>$0.454E^{-3}$</td>
<td>$0.114E^{-3}$</td>
<td>$0.285E^{-4}$</td>
<td>$0.711E^{-5}$</td>
</tr>
<tr>
<td>Order of $\epsilon_4$</td>
<td>—</td>
<td>1.99</td>
<td>2.00</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Table 9: Relative errors between numerical solution and exact solution for $c = 1E^{10}$ at time $t = 4$ when TSSP2-1 is used. We take the solution of nonlinear Schrödinger equation as the exact solution. The numerical solution is computed with initial data set two.

### 3.3 Applications to soliton-soliton collisions

In this subsection we use TSSP2 to study the collision of two solitons. For simplicity, we confine ourselves to symmetric collisions with both zero initial phases, i.e. the two solitons have the same speed and same amplitude but propagate in the opposite directions. We set $\eta = 0.3$ and $c = 1$ in the following. All computations are performed with a sufficiently refined mesh $h = 1/32$ and sufficiently small time step $\Delta t = 0.001$.

- $\lambda > 0$ and $\mu > 0$. The solitons exist in two different regimes: subsonic regime

  \[ |v| < c \]

  and transsonic regime

  \[ |v| > c\sqrt{1 + \mu/\lambda}. \]

First, we consider the collisions of two solitons with subsonic propagation speeds. As is known, when $\mu/\lambda$ is small, the generalized ZS is close to the cubically nonlinear Schrödinger equation (focusing for $\lambda > 0$). This implies that collision between solitons are quite elastic. After collision, two solitons form again and propagate in their original directions but with slightly smaller speeds. (see Figure 5). At the same time, from the $n$-plot, one can see that besides the dispersive wave propagating with the same speed as $u$, the collision also results in a pair of nondispersive waves, which travel with larger energy. With the growth of $\mu/\lambda$, the new-formed solitons’ speed becomes smaller (see Figure 6), and a series of nondispersive
waves are emitted from the collision point successively, traveling with much smaller energy. When \( \mu/\lambda \) becomes even larger, after a critical value, the collision results in total fusion. Solitons are not generated again after collision. In addition, the fusion is accompanied with a series of strong emission of nondispersive waves (see Figure 7 and Figure 8). Our computation shows that the critical value strongly depends on the soliton speed. We list part of the numerical results in Table 10. Notice that our numerical values for the critical value are somewhat different from those given in the paper [15], the later computed by finite difference schemes which are inferior to the spectral method as studied in [4].

<table>
<thead>
<tr>
<th>( v )</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu/\lambda )</td>
<td>0.0027( \pm 1 )</td>
<td>0.025( \pm 1 )</td>
<td>0.065( \pm 1 )</td>
<td>0.121( \pm 1 )</td>
<td>( &gt; 1.0E^{+10} )</td>
</tr>
</tbody>
</table>

Table 10: The critical point for different velocity.

These phenomena in the transsonic case are somewhat different. When \( \mu/\lambda \) is small, the collision seems to be elastic and the departing speeds of the solitons formed after collision are almost the same as before collision (see Figure 9). When \( \mu/\lambda \) becomes larger, a pair of solitons with slower speed shows up (see Figure 10). We call them slow solitons. In contrast, we call the solitons with a larger speed fast solitons. With further growth of \( \mu/\lambda \), the amplitude of slow solitons is increasing while the amplitude of fast solitons is decreasing. After a focal point, the amplitudes of slow solitons become larger than the fast ones (see Figure 11). Besides, the speeds of slow solitons turn out to be smaller with the growth of \( \mu/\lambda \). In all the transsonic region, the radiative losses tend to be more severe with the growth of \( \mu/\lambda \).

- \( \lambda < 0, \mu > 0 \). In this case, only the subsonic soliton exists in the gap \( c\sqrt{1 - \mu/|\lambda|} < |v| < c \), provided \( \mu/|\lambda| < 1 \). We consider the collisions of two solitons with equal initial phases. Our numerical experiments show that this case is much simpler than that we discussed above. All the collisions seem to be rather elastic and no significant radiation is observed. See Figure 12.
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Figure 5: $v = 0.5$, $\mu/\lambda = 0.02$. Left: $|u|^2$. Right: $n$.

Figure 6: $v = 0.5$, $\mu/\lambda = 0.06$. Left: $|u|^2$. Right: $n$. 
Figure 7: $v = 0.5$, $\mu/\lambda = 0.07$. Left: $|u|^2$. Right: $n$.

Figure 8: $v = 0.5$, $\mu/\lambda = 0.2$. Left: $|u|^2$. Right: $n$. 
Figure 9: $v = 3.0$, $\mu/\lambda = 0.2$. Left: $|u|^2$. Right: $n$. 
Figure 10: $v = 3.0$, $\mu/\lambda = 1.45$. Left: $|u|^2$. Right: $n$. 
Figure 11: $v = 3.0$, $\mu/\lambda = 1.75$. Left: $|u|^2$. Right: $n$. 
Figure 12: \( v = 0.5, \mu/\lambda = -0.8 \). Left: \(|u|^2\). Right: \( n \).